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EXECUTIVE SUMMARY

Those of us broadly engaged in challenging corporate consolidation, economic injustice, 
tech oligarchy, and rising authoritarianism need to contend with the AI industry or we 
will lose the end game. Accepting the current trajectory of AI proselytized by Big Tech 
and its stenographers as “inevitable” is setting us up on a path to an unenviable eco-
nomic and political future—a future that disenfranchises large sections of the public, 
renders systems more obscure to those it affects, devalues our crafts, undermines 
our security, and narrows our horizon for innovation. This is true whether or not the 
technology even works well, on its own terms; it often doesn’t.

The good news is that the road offered by the tech industry is not the only one avail-
able to us. This report explains why the fight against the industry’s vision for AI is a 
fight worth having, even as we turn ourselves tirelessly toward the task of building 
out the shared project of a just, equitable, sustainable, and democratic society.



EXECUTIVE SUMMARY

AI NOW 2025 LANDSCAPE REPORT 5

Over the past decade, taming the power of big tech-
nology platforms like Microsoft, Amazon, Google, and 
Meta has increasingly become a central question in 
American political and public discourse. Unless we 
contend with the power vested in these firms, we 
won’t meaningfully be able to hold the industry ac-
countable to the interests of the broader public, even 
as these companies reshape markets, institutions, and 
infrastructures core to public life.

What does AI have to do with any of this? As we ar-
gued in our 2023 report,1 AI is fundamentally about 
concentration of power in the hands of Big Tech. At the 
start of the year, it seemed like the market was poised 
for disruption, with a new crop of Silicon Valley chal-
lengers gaining prominence, like OpenAI, Anthropic, 
StabilityAI, and Inflection AI. But now, just two years 
later, it is clear that the bench of key players in this 
market hasn’t changed much: Microsoft, Google, Meta, 
Musk’s xAI, OpenAI (backed by Microsoft), and Anthrop-
ic (backed by Amazon and Google).2 The new suite of 
LLM-powered AI products has pushed these firms into 
the spotlight, dominating headlines and, increasingly, 
becoming the subject of dinner-table conversation.   

Amid the frenzy, there’s been a misplaced focus on 
blinkered questions of whether one AI system or 
application is good or bad, or evaluating the moral 
quandaries of hypothetical worlds. Instead we need to 
redirect attention to the AI ecosystem, and its depen-
dencies and risks, as a whole. The question we should 
be asking is not if ChatGPT is useful or not, but if 
OpenAI’s unaccountable power, linked to Microsoft’s 
monopoly and the business model of the tech econo-
my, is good for society. 

Looking beyond individual use cases allows for a more 
comprehensive look into the centers of power that 
drive our current tech landscape. AI as a field has 
been not just co-opted but constituted by the logics 
of a few dominant tech firms. It is no coincidence 
that the “bigger-is-better” paradigm that dominates 

the field today, where the scale of compute and data 
resources are generally used as a proxy for perfor-
mance, lines up neatly with the incentives of Big Tech, 
which disproportionately controls these resources, 
the talent to leverage them, and the pathways to mon-
etization. Around 2012, as it became apparent that 
substantial gains in model performance could come 
simply from applying larger and larger scale data and 
computational resources to existing algorithms, tech 
giants moved quickly to shore up their existing advan-
tages and hire talent.3 Corporate influence over AI’s 
research trajectory has been cemented through tech 
firms’ AI labs dominant presence at prestigious ma-
chine learning conferences, further shaping the field 
of research in ways that align with industry.4 This is in 
part because building AI bigger requires enormous 
resources, both financial and social, to achieve unre-
stricted growth at breakneck speed—resources that 
AI companies own and control.5

But it’s not just market power we need to be con-
cerned with: These tech oligarchs are counting on 
a wholesale rewriting of our social and economic 
foundations, using AI as the justification. From break-
ing apart the US federal government and raiding 
citizen data under the guise of efficiency, to redesign-
ing workflows to devalue human labor and creativity 
so they are AI-ready, to redirecting our entire ener-
gy infrastructure to prioritize their technology over 
people’s basic needs, the vision promulgated by tech 
oligarchs requires, as a foundation, the unraveling of 
core social, political, and economic fabrics.

Across our information ecosystem, from science to 
education, healthcare, culture, and art, AI is being 
positioned as a disruptive new infrastructure and 
a mediating force. In truth, though, it rehashes an 
old playbook, helicoptering in solutions built on the 
extraction of expertise and value from all corners of 
society—solutions that always, eventually, amount 
to the further degradation of life for the most 
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marginalized among us. While generative AI and AI 
agents are the buzzwords that splash across the 
headlines, the same dynamics are true of precursors 
to contemporary AI systems like automated decision-
making technologies used in banking, hiring, 
and criminal justice. The techniques and vendor 
names vary, but the industry incentives powering 
proliferation, as well as the failure modes across these 
systems, share much in common. 

More than a decade of evidence demonstrates how it 
goes: The introduction of these systems concentrates 
power among the deployers of the tech, leaving those 
on the receiving end more insecure, vulnerable, and 
unable to contest the determinations made by the 
“smart machine” at the expense of the broader pub-
lic. These tools are often invisible to those judged by 
them, and inscrutable even when they are visible. 

Why society would ever accept this bargain is the 
critical question at hand. Amid the excitement over 
AI’s (speculative) potential, the sobering reality of its 
present and recent past is obscured. When we consult 
the record on how AI is already intermediating criti-
cal social infrastructures, we see that it is materially 
reshaping our institutions in ways that ratchet up in-
equality, render institutions opaque to those they are 
meant to serve, and concentrate power in the hands 
of the already powerful. (See Chapter 3: Consulting 
the Record.) It makes clear that for all the whiz-bang 
demos and bold Davos proclamations, on the ground 
AI is consistently deployed in ways that make everyday 
people’s lives, material conditions, and access to 
opportunities worse and the systems that incorporate 
them stronger. 

This report’s title, Artificial Power, captures the critical, 
and at times contradictory, moment we find ourselves 
in. On one hand, the tech oligarchy has successfully 
deployed “AI”—as a strategic marketing term and as 
a set of automation technologies—to cement and 
grow its power. At the same time, this power is vastly 

inflated, contingent, and poised for disruption. Con-
tending with the dual reality of how those with power 
have deployed AI systems to enact significant harm 
while exposing the ways this power can and must be 
disrupted is the central work of this moment.

THE ELEPHANTS IN 
THE AI ROOM: OF 

BUSINESS MODEL(S) 
AND FATAL TECHNICAL 

FLAWS

The AI industry is on shakier ground than it may 
seem. Valuations are sky high, while the business 
model hinges on an intensely expensive technology 
that lacks a consistent revenue stream. AI compa-
nies bleed money for every user they gain: Anthropic 
burned through $5.6 billion6 this year but was valued 
at $61.5 billion.7 OpenAI lost $5 billion8 but is valued at 
$300 billion.9 No profit-making use cases exist yet, or 
are even on the horizon. This may seem like business 
as usual for the move-fast-and-break-things ethos of 
Big Tech, but we are in a profoundly different mon-
etary environment now—it’s no longer the 2000s or 
2010s. Markets are saturated, market dominance has 
been established among the platform and infrastruc-
ture winners that emerged from those decades, and, 
put simply, the cost of large-scale AI is eye-watering at 
a level not seen before in tech. 
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The question now circulating more, and more open-
ly, is this: When will the AI bubble burst and who 
will be impacted by it? Because this is a bubble. For 
their part, companies are pushing out shiny objects 
to detract from the business reality while they desper-
ately try to derisk their portfolios through government 
subsidies and steady public-sector (often carceral 
or military) contracts. While it’s very clear how tech 
companies benefit from claims to “public-interest AI” 
used to justify the pouring of taxpayer dollars into this 
industry, it is not at all clear how this benefits the rest 
of society. (See Chapter 2: Heads I Win, Tails You Lose)

Chapter Snapshot

Heads I Win,  
Tails You Lose

This section maps the drivers that are securing Big Tech 
firms’ advantage in the AI market, before turning to the 
question of who loses in the end:

 � Cloud infrastructure providers benefit from cycles of 
AI dependence

 � Big Tech firms benefit from leveraging control over 
the tech ecosystem 

 � Big Tech benefits from the data center boom ... even 
if the AI boom doesn’t pan out 

With generative AI, in particular, the hyped claims 
stand in stark contrast to the largely mundane use 
cases that are being shoved into nearly every app and 
service. In contrast to the claims of world-changing 
tech, Meta is investing heavily in AI advertising infra-
structure.10 OpenAI is creating AI agents that fill out 
forms and call web browsing “research”—sucking 
up your data and requesting invasive permissions as 
it does so.11 Pressured by their employers, software 
engineers are using Microsoft’s Copilot to produce 
more code, more rapidly, undercutting their skills 
and trade.12 And cloud companies are happily lock-
ing enterprise users into their software-as-a-service 
(SaaS) ecosystems by automatically upgrading them to 
new AI features—and raising the price.13 These are not 
examples of a technology being embraced by a society 
glad of its utility.

Despite being positioned as critical infrastructure, AI 
systems in their current form have fundamental flaws: 
there is an intractable problem of “hallucinations” with 
LLMs reliant on randomly generated coordination, leav-
ing the humans in this technology in the unenviable 
position of fact-checking the tech meant to make their 
lives easier.14 Peer-reviewed research indicates that in 
many cases, AI systems fail profoundly at even basic 
tasks when applied in real-life contexts.15 They’re also 
far from resilient, prone to cybersecurity vulnerabilities 
like web poisoning attacks and new jailbreaking meth-
ods that enable the persistent unauthorized disclosure 
of training data and other sensitive information.16 
And it’s not that the trade-offs are weighted and deemed 
worth it: In many use cases, AI is deployed by thwose 
with power against those who lack it, and who have no 
opportunity to opt out or seek remedy when mistakes 
are made. (See Chapter 3: Consulting the Record.)
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Chapter Snapshot

Consulting the Record

This section compiles over a decade of evidence showing 
how the tech industry has sought to reshape society to 
enable more widespread deployment of the technologies 
it builds and profits from, often contributing to the deg-
radation of our social, political, and economic lives. The 
section aligns on five key takeaways:

 � AI’s benefits are overstated and underproven, from 
cancer cures to hypothetical economic growth - while 
some of its flaws are real, immediate, and growing.

 � AI-sized solutions to entrenched social problems 
displace grounded expertise, in disparate domains 
like higher education, healthcare, and agriculture.

 � AI solutionism obscures systemic issues facing our 
economy – obscuring economic concentration and 
acting as a conduit for deploying austerity man-
dates by another name. The DOGE power grab is 
instructive, though New York’s MyCity offers another 
example where millions of taxpayer dollars were 
invested into flawed AI solutions that failed to deliver 
tangible benefits to the public. 

 � The productivity myth obscures a foundational truth - 
the benefits of AI accrue to companies, not to workers 
or the public at large, even as algorithmic manage-
ment tools make work unstable and unsafe. ‘Agentic 
AI’ will make workplaces even more bureaucratic and 
surveillant, reducing not increasing autonomy.

 � AI use is frequently coercive, violating rights and 
undermining due process. This is nowhere more 
clear than the rise of AI usage in immigration en-
forcement, where human rights abuses are com-
mon and legal norms are routinely violated - even 
before AI is in the mix.

with products that are patently inaccurate, insecure, 
and compromise the safety of consumers; engage in 
anti-competitive practices that shore up their advan-
tages to shut the door behind them; and deploy larger 
than life narratives around AGI and innovation to quell 
any form of interrogation and critique.

It doesn’t help that the prevailing deregulatory current 
is an industry that continually acts above the law and 
is driven narrowly by its bottom line (See 1.4: Reg-
ulation): in 2024, we saw companies rush to market 

Chapter Snapshot

AI’s False Gods

This section interrogates narratives that advance AI indus-
try dominance and make the current trajectory of AI seem 
inevitable:

 � The AGI Mythology: The Argument to End All  
Arguments unpacks the nebulous claims surround-
ing “artificial general intelligence,” arguing that the 
term collapses complex technical realities into a 
singular, imminent, and inevitable future that con-
veniently advances the interests of the companies 
claiming to build it.

 � ‘Too Big to Fail:’ Infrastructure and Capital Push 
explores how tech firms are deploying unprecedent-
ed amounts of capital to perpetuate a “bigger-is-bet-
ter” AI paradigm, shoring up their continued market 
dominance through government and taxpayer 
support.

 � AI Arms Race 2.0: From Deregulation to Industrial 
Policy details how the US-China AI arms race has 
heightened, and is now used to brand a slate of in-
dustrial policy initiatives designed to boost the tech 
industry and avert regulatory scrutiny.

 � Recasting Regulation as a Barrier to Innovation 
shows how the AI industry has strategically pitted 
regulation against innovation, leading to a global 
deregulatory posture that ignores the role regulation 
plays in enhancing innovation and competition.
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technological infrastructures in ways that are robust, 
accountable, and protected from systemic shocks. 

What we’ve seen play out within the AI industry is 
not unique to this industry, of course. The dynamics 
of “gain for me, loss for thee” have been examined 
in many critiques of shareholder capitalism broadly, 
which emphasize the corporate willingness to specu-
late in ways beneficial to shareholders but not to so-
ciety at large, alongside the perverse incentives that 
lead firms to act against their own business interests, 
and develop an orientation toward monopolization and 
sclerosis. If anything, the AI market is the peak exem-
plar of overreliance on venture-based investment.18

But AI introduces new dynamics and accelerants. 
As designed, developed, and deployed currently, AI 
works to entrench existing power asymmetries, and 
to ratchet them up. It naturalizes inequity as destiny 
and deservedness—simply the classification given 
by the intelligent system—while rendering these 
underlying patterns, judgments, and self-interested 
drivers inscrutable to those affected by AI’s judg-
ments and instructions.

 
 
 

IT IS TIME TO BUILD— 
JUST NOT AI.

 
AI is predominantly used on us, not by us, to shape ac-
cess to resources and life chances. But while there is 
a clear path dependency within this narrow trajectory 
for AI proselytized by big tech and its stenographers, 
the good news is that it’s not the only road available to 
us.17 Not by a long shot.

AI hype has tapped into a sentiment that is real and 
widespread: genuine enthusiasm to build a future 
where all people can thrive, a future that will likely look 
radically different from the present. It is a catalyzing 
goal we should unite around; most of us want a future 
that frees us from the endless cycle of war, pandemics, 
and environmental and financial crises that charac-
terize our present. The 2024 US presidential election 
brought the need to create social and political insti-
tutions connected to the needs and lived realities of 
people even closer to home, across the country and 
across the world. But AI doesn’t create any of these—
and pegging our shared future on AI makes that future 
harder, not easier, to achieve because it binds us to a 
decidedly bleak path, stripping us not only of the ability 
to choose what to build and how to build it, but also 
stealing what joy we might take in that building. This 
hype-prescribed AI future further distances us from 
a life with dignity, one where we have the autonomy 
to make our own decisions and where democratically 
accountable structures work to distribute power and 
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ANOTHER  
AI IS POSSIBLE.  

HOW DO WE  
GET THERE?

Although real ways in which the AI market could be 
structured to benefit the public may exist, the path 
charted by the companies controlling AI, and those 
wanting a piece of the control AI could give them 
over our lives and institutions, won’t lead us there. 

One thing is clear: we can’t fight tech oligarchy with-
out rejecting the current industry trajectory around 
large scale AI. It’s a crucial inflection point and how 
American policymakers and movement leaders 
choose to respond to the AI industry will write the 
coming chapters of the story of tech power. AI com-
panies, and those who lead them, have positioned 
themselves to reshape broad swaths of society—
within and beyond the US—not only to work in their 
interest, but to do so in ways that allow their firms to 
capture the lion’s share of the value.  

This isn’t inevitable. In fact, the tide of public opinion 
is moving decisively against the entrenched power 
of tech firms. And we’ve seen major legal wins in the 
landmark antitrust cases filed by the DOJ and FTC 
against Google and Meta. After successfully proving 
that Google maintains an illegal monopoly in search 
and advertising markets,19 the DOJ is now requesting 
bold, structural remedies that were all but inconceiv-
able a few years ago.20 These remedies, which include 

breaking up Google’s advertising technology business 
and spinning off Chrome, strike directly at the heart 
of Google’s business model. But the remedy trials 
have revealed a larger truth: AI startups can’t scale or 
achieve distribution without Big Tech firms’ infrastruc-
ture. That’s why OpenAI offered to buy Chrome. It’s 
why Perplexity’s CEO said he’d want to buy it—then 
pandered so as not to aggravate a company he’s de-
pendent on.21 This is why it’s especially important that 
we not cede the momentous ground these regulatory 
actions have pushed us towards when Big Tech com-
panies use AI as cover for staying unregulated.

In this report, we lay out another path forward. First, 
we map what we mean by AI in the first place, pro-
vide an accounting of the false promises and myths 
surrounding AI, and examine whom it’s working for 
and whom it’s working against. Then, given that AI 
consistently fails the average public, even as it en-
riches a sliver, we ask what we lose if we accept the 
current vision of AI peddled by the industry. Finally, 
we identify leverage points that we can latch on to as 
we mobilize to build a world with collective thriving 
at its center—with or without AI. 

We are not naive. The headwinds against sensible AI 
alternatives have never been stronger. The tech indus-
try is better resourced and the political environment 
more bleak than ever before. Indeed, considering the 
tech industry to be simply a collection of firms itself 
misses key sources of their power, from their surveil-
lance apparatus to their control over global digital 
infrastructures that shape our states, our institutions, 
our economies, and, most importantly, our lives. But 
the battle has never been more important. Contest-
ing AI links the movements we must build not only 
to create meaningful public power, but also to seed a 
new path defined by autonomy, dignity, respect, and 
justice for all of us. 

In the following sections, we set out a tool kit for 
reasserting public power amid a takeover by AI firms. 
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Chapter Snapshot

A Roadmap for Action: 
Make AI a Fight About 
Power, Not Progress 

 

1. Target how the AI industry works against the 
interests of everyday people. In the aftermath of the 
2024 election, there’s growing consensus across the 
ideological spectrum that focusing on the material 
conditions and economic interests of working people 
is key to building political power. We need to not only 
make AI-related issues more relevant to movements 
fighting for economic populism and against tech oli-
garchy; we also need to better target the AI industry 
as a key actor working against the interests of the 
working public. The pushback against the Depart-
ment of Government Efficiency (DOGE), the buildout 
of AI data centers, and algorithmic prices and wages 
constitutes fertile ground for building a broader 
movement unified in its focus on rejecting AI’s unac-
countable tech-enabled social and political control. 

2. Advancing worker organizing is the clearest path 
to protecting us and our institutions from AI-en-
abled capture. Labor campaigns have demonstrat-
ed that working people have a particular form of 
power to wield, power that can determine how 
their employers deploy AI and digital systems. The 
deeper opportunity for labor, and a more transfor-
mative ambition, however, would be to direct labor’s 
power not just toward whether and how AI is used 
in the workplace, but also toward recalibrating the 
technology sector’s power overall and shaping the 
trajectory of AI in the public interest and common 
good.

3. Enact a ‘zero trust’ policy agenda for AI. Trust in 
AI firms’ benevolence is not a smart, informed, or 
credible option—not if we’re going to proceed with 

serious work. Enacting a policy agenda built on 
bright-line rules that restrict the most harmful uses 
of AI, regulate the AI life 
 
cycle from nose to tail, and ensure that the industry 
that currently creates and profits from AI isn’t left to 
regulate and evaluate itself—essentially grading its 
own homework—must be a priority at the state and 
federal levels in the US, and internationally.

4. Bridge networks of expertise, policy, and narrative to 
strengthen AI advocacy. AI advocacy and policy has 
often been undermined too often by blinkered views 
that fail to see the different components of the AI 
supply chain materially, are often single issue-focused, 
and it is easy to miss the ways in which big picture 
narratives manifest to limit possibilities in policy fights. 
From national security logics that can be a vector 
both for, and cutting against, moves towards industry 
accountability; to reframing traditional data privacy 
levers as key tools in the fight against automation and 
addressing market power. 

5. Reclaim a positive agenda for public-centered 
innovation without AI at the center. The current 
trajectory of AI puts the public under the heel of un-
accountable tech oligarchs. But their success is not 
inevitable. By moving out from under the shadow 
of the idea that large-scale AI is inevitable, we can 
reclaim the space to conduct real innovation and 
to push for exciting and novel alternative pathways 
that leverage tech to shape a world that serves the 
public and is governed by our collective will.

A more fulsome treatment appears in Chapter 4: A 
Roadmap for Action, but here are the highlights:
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EPILOGUE: THE WORLD WE WANT  
(AND WHY THE CURRENT TRAJECTORY  

OF AI WON’T GET US THERE)

The AI hype of the past year has sucked the air out of 
an already stuffy room, making it feel futile—at times, 
impossible—to imagine anything other than a steady 
march toward the inevitable supremacy of AI. But no 
matter how true that may feel, it is only that: a feeling. 
It is not reality—not yet, at least. There are, in fact, 
many alternatives to this version of AI, many ways to 
shape new worlds. Like AI, though, these are not in-
evitable either. Making them possible starts by asking 
and answering a single question: Is this the world we 
want?  At AI Now, we want to see a world that has:

 
Good Jobs

Everyone deserves access to the resources to live 
a happy, fulfilled life, and a dignified job that will 
provide them with these resources. Under the right 
conditions—like policies intent on uplifting, rather 
than exploiting, workers—new technologies have the 
potential to make everyone’s working lives better. 

Yet AI’s current trajectory is fundamentally incom-
patible with the proliferation of good jobs rooted in 
human flourishing. As the AI industry embeds itself 
into nearly every sector of the economy, firms are 
increasingly shaping a job market contingent on 
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worker displacement and exploitation. Overwhelming-
ly, AI companies are embedding “productivity” tools 
designed to help businesses optimize their bottom 
line across the entire labor supply chain. This requires 
work itself to become legible to AI systems, making 
working life more routinized, surveilled, and hierar-
chical. Furthermore, instead of working to protect 
workers from the uncertainty coming from this new 
market, AI companies are undermining hard-won 
labor protections, exploiting legal loopholes to avoid 
corporate accountability, and lobbying governments 
to support policies that prioritize corporate profits 
over fair and just treatment for workers. 

As the current vision of AI takes hold, we lose a future 
where AI technology works in support of stable, digni-
fied, and meaningful jobs. We lose a future

 � where AI supports fair and livable wages, instead 
of wage depreciation;

 � where AI ensures that workers have the control 
to decide how new technology affecting their 
careers is deployed, instead of undermining their 
expertise and knowledge of their own work;

 � where we have strong policies to support workers 
if and when new technologies automate existing 
roles—including laws that broaden the social 
safety net—instead of AI boosters who brag to 
shareholders about cost savings from automation;

 � where robust public benefits and time-off 
policies ensure the long-term wellness of em-
ployees, instead of AI being used to surveil and 
nickel-and-dime workers at every turn;

 � where AI helps protect employees from health 
and safety risks on the job, instead of perpetu-
ating conditions that make work dangerous and 
celebrating employers who exploit labor loop-
holes to avoid responsibility; and

 � where AI fosters meaningful connection 
through work, instead of driving cultures of 
fear and alienation.

Shared  
Prosperity

The proliferation of any new technology has the po-
tential to increase economic opportunity and lead to 
widespread shared prosperity. But shared prosperity 
is incompatible with AI’s current path toward maximiz-
ing shareholder profit. 

The insidious myth that AI will lead to “productivity” 
for everyone when it really means productivity for a 
select number of corporate firms propels us further 
down the path of shareholder profit as the singular 
economic goal. Even well-intentioned government 
policies designed to boost the AI industry steal from 
the pockets of workers. For example, government 
incentives meant to revitalize the chip manufacturing 
industry were thwarted by corporate buy-back provi-
sions, sending millions of dollars to companies, not to 
workers or job creation. And despite some meaningful 
moves to investigate the AI industry under the Biden 
Administration, companies have still gone largely 
unchecked, meaning new entrants cannot come in to 
challenge these practices.

By proliferating the myth that AI will inherently lead to 
shared prosperity (or that “a rising tide lifts all boats”), 
we lose the economic policies that could meaningfully 
lead us into a period of shared prosperity, including 
pro-enforcement policies to break up the concentration 
of corporate power, a strong pro-labor agenda to 
center the needs of workers, and industrial policy 
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strategies designed to put workers and communities 
before the bottom line of large corporations. Crucially, 
we lose a thriving and competitive economy, where 
innovators and entrepreneurs are incentivized to 
launch sustainable and prosperous businesses that 
need not rely on surveillance mechanisms, hyper-
growth venture capital funding, and extractive business 
models to succeed.

Freedom  
& Autonomy

We all deserve to live in a world where our personal, 
political, and economic lives are free from coercion.

But the current trajectory of AI is grounded in coer-
cion and opacity. By amassing such concentrated 
power, AI companies have assumed control over many 
aspects of our lives, subjecting us to coercive practic-
es designed to maximize their own profit-making po-
tential. Nowhere is this more explicit than the regime 
of surveillance pricing algorithms. These algorithms 
collect extraordinary amounts of consumer data to 
set individualized prices for goods and services, such 
that important aspects of daily life—from buying gro-
ceries, taking an Uber, or buying an apartment—are 
controlled by companies looking to squeeze consum-
ers to pad their own bottom lines. As an inherently 
centralizing technology, AI is consistently deployed to 
support and benefit from surveillance states, carceral 
systems, and military techniques, embedding corpo-
rate interests into state apparatuses and vice versa, 
making life more coercive and violent.

AI could contribute to a future built on autonomy and 
transparency. But right now, we stand to lose a robust 

ecosystem of public resources that are not depen-
dent on private industry players or priced for profit; 
pricing for goods and services driven by principles 
of fair competition; and changing life circumstances 
not being treated as grounds for companies to profit. 
A public life invested in freedom would be divested 
from the proliferation of surveillance systems, carceral 
logics, and military state apparatuses, enabling people 
and communities to thrive. 

Sustainable  
Future

Technological progress does not have to come at the 
expense of our natural environment. A publicly bene-
ficial AI landscape places principles of sustainability 
and environmental justice at its center, recognizing 
that the health and safety of our planet and communi-
ties is of paramount importance.

AI’s current trajectory is not merely incompatible 
with sustainability; it is fueling climate degradation. 
The focus on scale at all costs within the AI industry 
makes it dependent on climate extraction and energy 
dominance. These include a deregulatory policy intent 
on accelerating the AI industry (meaning more ener-
gy, more infrastructure, more natural resources going 
into AI) as well as the insidious belief that AI is going 
to help solve the climate crisis, “greenwashing” the 
environmental harm it is already enacting.

As a result, what we lose is a world where govern-
ments and companies work together to advance 
principles of sustainability and environmental justice, 
investing in green and renewable energy infrastruc-
ture to support the additional energy usage that new 
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technologies require. Decisions on siting, permitting, 
and constructing new technology infrastructure 
should be made in relationship with local communi-
ties, with particular attention to those communities 
who are most significantly affected by technology’s 
industrial evolution. Cities and states should not be 
coerced into providing subsidies for infrastructure 
that come at the expense of local communities’ needs, 
like funding for schools and healthcare. We also lose a 
future where industry takes its climate commitments 
seriously and works to mitigate the harmful effects of 
its industrial processes, recognizing that the health 
and safety of our planet and communities is key to 
everyone’s survival—including industry’s.

Strong Social  
Safety Net

We should live in a world where everyone has access 
to and community control over a robust system of 
public resources.

Yet as AI rapidly shifts our social landscape, govern-
ments are increasingly driven by privatization and 
austerity measures. AI is ushering in a policy agen-
da designed to enrich private interests rather than 
provide robust public benefits. AI firms are pushing 
AI integration in local and federal government agen-
cies driven by austerity, restricting people’s access 
to needed resources and the social safety net. More-
over, the purported AI arms race with China is being 
leveraged to convince governments that domestic 
infrastructure is an imperative for national competi-
tiveness and security, encouraging public agencies to 
throw generous tax exemptions at private companies 

in order to build massive data centers in communities 
that may not want them there. These exemptions— 
totaling billions of dollars—steal investment from 
strong public resources that benefit everyone, like 
investments in more teachers, roads, and libraries.

We could have a world where technology works in 
service of the broader public, like algorithms designed 
to maximize people’s options, not reduce them; and 
where companies are required to pay their fair share 
of taxes to local communities, rather than fighting 
efforts to make them pay their fair share.

Security

In an increasingly complex world, security and resil-
ience are more important than ever. Our infrastructures 
are largely invisible to us until the moment they break 
down - and we’ve felt the shock of infrastructural failure 
frequently over recent years, from supply chain issues 
during the pandemic to power outages to bank closures.

Layering AI into our critical infrastructures, particular-
ly when AI systems are highly concentrated, creates 
a real and present security risk. These risks are mani-
fold: there are cybersecurity risks that are inherent to 
many AI systems that make them vulnerable to hack-
ing, and some of these cannot be remedied. There are 
systemic risks introduced by overreliance on a single 
technology: for example, if banks, hospitals, and 
schools all use the same cloud infrastructure provider, 
an outage could affect all of these at one fell swoop. 
These risks are at their highest when AI is used in life 
or death settings - and from healthcare to defense, 
these are some of the industry’s prime markets. And 
there are risks emanating from decisions made by 
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the companies themselves to experiment in the wild, 
bringing to market technologies that have not been 
adequately tested or validated and with little certainty 
that they will work as intended, let alone cause harm. 

We could have a world where our safety and well-be-
ing are not vulnerable and exposed to an industry that 
is scaling at an unprecedented rate with little regard 
for safety and security, let alone compliance with the 
law; where AI is validated, tested and built safe by de-
sign and used with prudence rather than impunity.

Innovative Tech 
Ecosystem

Technology has the potential to solve important soci-
etal challenges and push the frontiers of innovation 
forward. In a thriving tech ecosystem, companies big 
and small are able to succeed, not by amassing con-
centrated power but by engaging in fair competition. 
Society benefits from the distribution of a diverse set 
of products, services, and technologies that result 
from such competition.

The current AI industry is defined by concentration, 
precluding a truly diverse and innovative tech ecosys-
tem from flourishing. There is no AI without Big Tech 
firms, which have spent decades amassing unre-
strained data access and economic power and then 
used those advantages to control key inputs at all lev-
els of the AI stack. Even where new entrants are able 
to enter the AI market, they are still dependent on the 
cloud and computing infrastructures of Big Tech firms 
in order to succeed, creating an ecosystem of depen-
dence rather than competition. Where consolidation 
has been averted - as was the case with the proposed 

Nvidia-ARM merger - firms have been able to thrive. 
ARM went on to IPO and beat quarterly estimates, all 
after its acquisition was blocked. Furthermore, Big 
Tech companies control most pathways to consumers 
and enterprise businesses at scale. This centralized 
power is also driving a crisis of innovation, where Big 
Tech companies are bloated, stalled by legal reviews, 
and are stuck repackaging their existing technologies 
in order to revive and boost their bottom lines.

What we lose in this bloated and stale tech ecosystem 
is a truly diverse horizon of possibility, filled with inno-
vations that tackle people’s real-life needs, rather than 
an endless soup of enterprise software and AI agents. 
We can inspire an ecosystem where people can use 
technology to build companies slowly and sustain-
ably, without the need to grow rapidly and amorally in 
order to stay in business. Our entire tech ecosystem 
is in need of a paradigm shift, one that tears down 
existing structures to make room for complexity and 
emergence.22 This includes breaking up big compa-
nies, overhauling the VC-backed funding structure so 
more companies can thrive, investing in public goods 
to ensure tech resources are not dependent on large 
private companies, and increasing institutional invest-
ment to bring more diverse people—and thus ideas—
into the tech workforce.

Vibrant, Democratic State

We deserve a technological future that works to sup-
port strong democratic values and institutions.

What we have now is a society captured by the tech 
billionaire class. Over the past few decades, a handful 
of billionaires degraded our entire information system 
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under the guise of disruption, killing the business 
model of newsrooms and replacing it with ad-based 
products required to keep our constant attention. 
And despite rhetoric that AI has the potential to “de-
mocratize” the world, the inherent pathologies of AI 
make it a centralizing force,23 contingent on the mass 
accumulation of data and compute resources in the 
hands of a few big players.24 Now the tech billionaire 
class threatens to destroy our creative industries, 
transforming hard-earned craft into “content” that 
is then fed to AI models intended to churn out lossy 
xerox copies of our masterworks. And, as if that’s 
not enough, these same billionaires have begun to 
destroy our institutions, purchasing newspapers and 
taking over the opinion pages, buying elections, and 
hollowing out our social services. 

Contesting the economic and political capital 
amassed within the tech industry is necessary to 
create the conditions for a thriving democracy. We 
urgently need to restore the institutional structures 
that protect the interests of the public against oli-
garchy. This will require confronting tech power on 
multiple fronts, from enacting corporate account-
ability measures that keep tech oligarchs in check, to 
staving off efforts to use AI to hollow out our institu-
tions, to bolstering work happening at the community 
level among local government officials, organizers, 
and workers devoted to rebuilding a democracy that 
serves the broader public. 



CHAPTER 1:

AI’S FALSE GODS
WHAT’S PROPPING UP THIS BUBBLE  
AND WHY IS IT SO HARD TO NAME? 
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CHAPTER 1: AI’S FALSE GODS

1.1: THE AGI MYTHOLOGY:  
THE ARGUMENT TO END ALL 

ARGUMENTS

The promise that artificial general intelligence, or 
“AGI,” is hovering just over the horizon is tilting the 
scales for many of the debates about how AI is affect-
ing society. AI firms investing in the development of 
very large models at scale constantly assert that AGI 
is months or weeks away1, poised to have transforma-
tive effects on society at large—making this central 
to their sales pitch for investment.2 The discourse 
around AGI adds a veneer of inevitability to conversa-
tions about AI; if one company doesn’t achieve it, an-
other will. This also gives governments an excuse to 

sit on their hands even as current versions of AI have 
profound effects on their constituents, as though the 
race to create AGI has its own momentum. 

If anything, under both the Biden and Trump admin-
istrations, the US government has instead positioned 
itself as chief enabler: ready to wield every tool at its 
disposal—including investment, executive author-
ity, and regulatory inaction—to push American AI 
firms ahead of their competitors in this race to AGI.3 
It’s worth noting that those most vocal about their 

The “common sense” around artificial intelligence has become potent over the past two 
years, imbuing the technology with a sense of agency and momentum that make the 
current trajectory of AI appear inevitable, and certainly essential for economic prosperity 
and global dominance for the US. In this section, we break down the narratives propping 
up this “inevitability,” explaining why it is particularly challenging—but still necessary—to 
contest the current trajectory of AI, especially at this moment in global history.
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fears about the so-called “existential risks” posed by 
AGI have done as much to prop up and speed along 
industry development as anything or anyone else.4 
OpenAI’s assertion that “it’s hard to fathom how much 
human-level AI could benefit society, and it’s equally 
hard to imagine how much it could damage society 
if built or used incorrectly”5 drives home that the AI 
boosters and the existential (“x-risk”) fearmongering 
both play a role in propping up this vision of AI with 
supreme capabilities.

WHAT IS AGI? 
THE HISTORY OF 

ARTIFICIAL GENERAL 
INTELLIGENCE 

As Brian Merchant chronicles in his report “AI Gener-
ated Business,” the term AGI, coined in 1997, cap-
tured the notion of a “general intelligence” as a coun-
terpoint to the then-dominant current in AI research, 
“expert systems,” which operated on rule-based 
logic designed as a formalized representation of how 
humans think.6 Where expert systems only worked 
in the narrowest of applications, AGI would operate 
broadly across a wide range of domains. But develop-
ers in the field largely ditched these ways of thinking 
about AI, turning instead to deep-learning techniques 
that proved more effective and that form the basis of 
today’s automated decision-making systems, among 
others. 

Interest in AGI was revived in the 2010s when com-
panies like OpenAI seized on the term, first as short-
hand for a form of machine intelligence intended to 
rival and eventually surpass human intelligence, and 
later as a term “central to their marketing efforts.”7 
The images invoked by AI firms is instructive, from 
Anthropic founder Dario Amodei’s use of the sublime 
imagery of “geniuses in a data center” capable of par-
adigm-changing scientific leaps like “designing new 
weapons or curing diseases,”8 to the straightforwardly 
commercial logic underpinning OpenAI’s agreement 
with Microsoft: AGI is when AI can create $100 billion 
in profits.9

In this sense, ChatGPT walked so that AGI could run; 
the current crop of LLMs in the consumer market are 
examples of brilliant marketing—proof, as AI firms 
argue, that big, unexpected advancements in AI were 
not only possible but “just around the corner.”10 AGI 
has since been positioned as the next big step in the 
LLM advancement trajectory, albeit with little proof, 
beyond speculation, of how far or wide this leap will 
have to be.11 However, while this belief seems to be 
spreading among the general public, it is widely con-
tradicted by many within the AI research community. 
For instance, in a recent survey of members of the 
Association for the Advancement of AI, 84 percent 
of respondents said that the neural net architectures 
that large models rely on are “insufficient to achieve 
AGI.”12  In another, more fundamental, debunking of 
AGI claims, scholars like Emily Bender13 and Henry 
Farrell,14 among others, have contested the basis of 
claims to AGI, arguing instead that large models can 
“never be intelligent in the way that humans, or even 
bumble-bees,”15 are because AI cannot, in fact, create. 
It can only reflect, compress, even remix content that 
humans have already created to help people to coor-
dinate or solve problems.16 

While current AI models make the promise of AGI 
more tangible for policymakers and the general pub-
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lic, AGI is conveniently distanced from the fundamen-
tal and persistent limitations of LLMs on the ground 
that AGI, by definition, will be a wholly new paradigm 
that leapfrogs these material concerns. The mythol-
ogy around AGI masks the shallowness of today’s AI 
models, providing substance and imagination that 
innovations are just around the corner.

IF AGI WERE HERE, 
HOW WOULD WE EVEN 

KNOW?

Despite bold public claims from the tech industry 
that AGI is “as little as two years”18 away, the research 
community has yet to agree.19 A recent survey by 
the Association for the Advancement of AI (AAAI) 
of nearly five hundred AI researchers found that 76 
percent of respondents assert that scaling up current 
approaches to yield AGI is unlikely or very unlikely to 
succeed.20 

So how will we even know when AGI is here? The 
metrics currently on offer are largely narrow, vague, 
and self-serving benchmarks21—and some research-
ers have argued that the preoccupation with AGI is 
“supercharging bad science.”22 In place of scientific 
breakthroughs, industry labs are hinging claims to 
proximity to AGI on grandiosely named tests like 
“Humanity’s Last Exam”23 and “Frontier Math”24 that 
gauge only a very narrow ability to answer clear, 
closed-ended questions25—poor proxies for the 
promises these companies make about the capabil-

ity of this technology like inventing cures to cancer 
or solving for climate change. AI company Hugging 
Face’s Chief Science Officer Thomas Wolf has argued 
we’re currently testing systems for their ability to be 
obedient students, rather than for their mastery of 
bold counterfactual approaches or the ability to chal-
lenge their own training data, which might show more 
promise for solving complex, intractable problems.26 
In 2025, a group of AI researchers from across aca-
demia and industry pointed to an endemic challenge 
within the current field of AI evaluations that is more 
preoccupied with “coarse-grained claims of general 
intelligence” than “real-world relevant measures of 
progress and performance.”27  

In sum, there is a widespread and endemic lack of 
clarity on both the definition and time scales of the 
AGI conversation, which makes it hard to contest or 
reason its merits. The more urgent inquiry, however, 
is who and what does this disproportionate focus on 
AGI work in service of? How will it shape the current 
trajectory of AI?

WHO BENEFITS FROM 
AGI DISCOURSE?

AGI has become the argument to end all other argu-
ments, a technological milestone that is both so ab-
stract and absolute that it gains default priority over 
other means, and indeed, all other ends. It is routinely 
cast as a technology so all-powerful that it will over-
come some of the most intractable challenges of our 
time—and that both investment into the sector and 
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ancillary costs are justified by the future solutions 
it will offer us. For example, Eric Schmidt recently 
dismissed the climate costs imposed by AI by assert-
ing that humans aren’t set up to coordinate to solve 
climate change. Thus, the reasoning goes, we need 
to supercharge data centers—because in the long 
term, AGI has the best shot at solving for it.28 This not 
only reflects abstract AI solutionism at its peak; it also 
serves to flatten and disguise the problem of climate 
change itself as waiting for its technical silver bullet, 
rendering the challenges of political will, internation-
al cooperation, and material support for people to 
rebuild homes or house climate refugees—everything 
it will take to meaningfully “solve” climate change—
invisible.29 

Presenting AI as a quick technical fix to long-stand-
ing, structurally hard problems has been a consistent 
theme over the past decade (as we explore in our 
chapter on Consulting the Record), but past variants 
of technosolutionism at least had to demonstrate how 
the technology would solve the problem at hand. With 
AGI, though, we’re not clear how this transformation 
will happen beyond the assertion that the current 
state of affairs will be overhauled. The debates around 
DOGE transforming government using AI have this 
flavor: In his interview with Ben Buchanan, Ezra Klein 
speaks of the general sentiment that with superintelli-
gent AI potentially around the corner, the government 
will inevitably need to be taken apart and rebuilt in 
the age of AGI.30 It’s the same logic that dictates that 
if AGI is truly going to propel scientific discoveries of 
the kind that Amodei promises, then perhaps there 
will be no need for federal funding for science at all.

 

 
 
 

AGI’S MARKET-
BOOSTING FUNCTION 

Asserting that AGI is always on the horizon also has a 
crucial market-preserving function for large-scale AI: 
keeping the gas on investment in the resources and 
computing infrastructure that key industry players 
need to sustain this paradigm. As we’ve argued, this 
current avatar of large-scale AI was set in motion by 
the simple rule that scaling up data and compute 
would lead to performance advancements—a logic 
that sedimented the dominance of the handful of 
companies that already controlled access to these 
inputs, along with pathways to market,31 and in whose 
hands power would be further concentrated if AGI 
ever were achieved.32 The quest for the ever-shifting 
goalpost of AGI only reinforces this “bitter lesson” (as 
Anthropic CEO Amodei calls it).33 

There’s a lesson here from the 1980s, when, even 
before the term AGI was in vogue, the Reagan admin-
istration pushed for a wildly ambitious (for the time) 
“Strategic Computing Initiative” that was focused 
on propelling general advancements in “AI”—along 
the lines of the AGI promise.34 It was propelled by the 
promise of new military capabilities, anxieties about 
Japanese domination on AI, and the potential of pri-
vate-sector opportunities. A billion dollars in taxpayer 
money was spent then on a program, now universally 
acknowledged as a failure, that didn’t yield results 
even on the terms it set for itself. The postmortem 
of why it failed yields varied conclusions, but one is 
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worth underscoring: Then, as now, these advance-
ments hinged not on revolutionary feats in science, 
but on scaling up computing power and data.

Coincidentally, existential risk arguments often have 
the same effect: painting AI systems as all-powerful 
(when in reality they’re flawed) and feeding into the 
idea of an arms race in which the US must prevent 
China from getting access to these purportedly dan-
gerous tools.35 We’ve seen these logics instrumented 
into increasingly aggressive export-control regimes. 
By drawing attention to the very systems they pur-
portedly aim to contest, x-risk narratives create a 
Streisand effect: encouraging more people to see 
the AI dystopia in their present, fueling adoption and 
bolstering industry players rather than curbing their 
power. They have also narrowed the scope for policy 
intervention, bolstering a debate centered around the 
two poles of accelerationism and deceleration rather 
than facilitating a broad dialogue about AI develop-
ment and its societal implications. 

Ultimately, these twin myths around AGI position AI as 
powerful and worthy of investment, and draw atten-
tion away from the evidence to the contrary.

DISPLACING 
GROUNDED 

EXPERTISE: WHO IS 
DISEMPOWERED BY 

THE AGI DISCOURSE? 

Elevating AGI over other paths to solving hard prob-
lems is just a supercharged form of technosolution-
ism,36 but it also means that those with technical 
expertise—not only those driving the tech develop-
ment but also those fluent in using this new suite 
of tools—are normalized as primary experts across 
broad areas of society and science in which they lack 
domain-specific context and experience.37 This has 
been a familiar fight over the past decade of AI devel-
opment: Those with lived experience and sector-spe-
cific knowledge have had to advocate for a determin-
ing role in questions around whether, and how, AI is 
deployed. 

Whether that means nurses having a say in how AI is 
integrated in patient care, or parent groups fighting 
against the use of facial recognition on their children 
in the classroom, there has been a consistent push 
to recenter who is counted as an expert on baseline 
questions about AI integration. (Notably, some of this 
has often resulted in tokenistic approaches that pro-
vide nominal seats at the table to impacted commu-
nities—too little, too late.) AGI presents a more formi-
dable version of this challenge given its abstract and 
absolutist form. For example, narratives around AGI 
upending the world of work routinely position work-
ers across industries as being subjects—or worse, 
collateral damage—of a great transformation, rather 
than as participants and indeed experts in the ways in 
which these transitions will take place.38
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CHAPTER 1: AI’S FALSE GODS

1.2: TOO BIG TO FAIL:  
INFRASTRUCTURE AND  

CAPITAL PUSH

The AI industry’s growth model, fueled by the asser-
tion that infinitely increasing scale leads to superior 
products, has spawned AI firms that are positioned to 
be too big to fail. Americans are actively subsidizing 
this unstable system under the premise that the adop-
tion of AI is a “national strategic priority.” As we illus-
trate in this chapter and in Chapter 1.4, though, this 
has enabled an industrial-policy approach that will 
ultimately undermine, rather than strengthen, our na-
tional security. Finally, we discuss how the abundance 
agenda, with its seemingly benign focus on what it 
calls “supply-side progressivism,” is a very convenient 
tool for big AI to justify expanding its energy needs. 

Tech firms are deploying unprecedented amounts 
of capital to maintain their lead and advance in the 
current paradigm of “scale is all you need” AI, dou-
bling down on infrastructure build-out and seeking 
federal funding and regulatory support across several 
dimensions: access to chips and associated hardware 

to equip data centers, approvals for the construction 
of the data centers themselves, and the energy nec-
essary to power them. The stock market is riding this 
hype wave, and the “Magnificent Seven” stocks (Al-
phabet, Amazon, Apple, Meta, Microsoft, Nvidia, and 
Tesla) now represent more than 30 percent of the S&P 
500, the largest sector of the index—in prominent part 
because of the AI boom.1 

It’s important to remember that the pursuit of scale 
was a choice that locked us into a future where a 
handful of Big Tech firms retained control of the 
market (see the Introduction). This is not the only way 
for AI to develop, nor is advancement measured on a 
narrow set of self-serving benchmarks2 a meaningful 
proxy for evaluating the societal utility of these sys-
tems.3 But because it is what these key market players 
have doubled down on, and because of their central-
ity to market indices, the success or failure of the AI 
bubble will now have a profound effect on the stock 
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market as a whole.4 This raises the stakes around the 
push for public investment in AI infrastructure—a 
move that is at best a hedge, and at worst a subsidy, 
for the profoundly risky and self-interested set of 
bets by AI firms. If successful, this effort will lock in 
infrastructures that the public will pay dividends on 
for years to come, in the form of financial and mate-
rial costs (see Chapter 2: Heads I Win, Tails You Lose), 
creating a path dependency toward continued domi-
nance by large AI firms.

TECH’S CAPEX FRENZY

Firms like Microsoft, Google, and Meta need AI to be 
profitable because they have funded the AI boom—
at many orders of magnitude more than traditional 
venture capital5—boosting the valuations of startups 
that are far from demonstrating the kind of profitabil-
ity that traditional investors would seek. They have 
gone all in on the most capital- and resource-intensive 
version of AI by adopting the “scale is all you need” 
paradigm as canon. This is not the only way to ap-
proach building AI models, and the companies leading 
AI development have occasionally gestured toward 
the need for model efficiency to address compute 
infrastructure bottlenecks. This was brought home 
especially by the release of DeepSeek’s R1, which 
demonstrated model capabilities on par with the lead-
ing-edge models of US firms, without anything like the 
scale US firms rely on.6

But rather than make concerted efforts to build 
models differently, many dominant firms are doubling 

down on this approach by seeking public investment 
and the rollback of regulation to de-risk the expan-
sion of the AI market. For example, within weeks of 
the DeepSeek announcement, OpenAI announced its 
Stargate investment with SoftBank, which will allocate 
a $100 billion investment into data center infrastruc-
tures for model training.7

GETTING HIGH ON AI 
SUPPLY

The US has adopted a position over the past two years 
that treats AI as an exceptional sector core to the 
nation’s economic and national security interests. This 
stance exists in tension with growing friction with Big 
Tech firms, most clearly articulated in the Biden ad-
ministration’s Executive Order on Competition, which 
articulated the perpetuation of national monopolies 
as antithetical to the national interest.8 The Trump 
administration has likewise bought into AI boosterism 
even as it has gestured toward the need for antitrust, 
mostly as a political tool for addressing firms it sees 
as adversarial to its interests.9 As chief case in point, 
Trump’s pick to head the FTC, Andrew Ferguson, 
vowed to go after tech monopolies while taking a 
hands-off approach to AI regulation, proving that at-
tacks on corporate tech power reach their limit when 
it comes to AI.10 In tandem, a cadre of appointments 
related to the environment and energy—including Lee 
Zeldin as head of the EPA; Jacob Helberg as under 
secretary for economic growth, energy and the envi-
ronment; Doug Burgum as dual interior secretary and 
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“energy czar”; and David Sacks as a newly created 
“AI czar”—have inextricably tied support for a strong 
national AI industry to achieving energy dominance, 
positioning energy expansionism as the essential tool 
to achieve the administration’s economic nationalism 
agenda.11

Recent movements from within the federal govern-
ment have backed this stance: The Department of 
Energy recently announced it had identified sixteen 
federal sites across the country positioned for rapid 
data center construction,12 and in April the Trump 
Administration signed an executive order ramping up 
domestic coal mining using growth in demand from AI 
data centers as justification.13

 
 
 

AI FIRMS WANT TO BE 
TOO BIG TO FAIL

These infrastructure investments function to lock us 
into a world where US continued dominance in the 
AI market is guaranteed by the government, and, for 
now, largely supported by investors in the stock mar-
ket seeking to avoid an end to the AI bubble—while 
taxpayers foot the bill (whether by taxes that contrib-

 
Small (AI) Is Beautiful? 

Differentiating to Avoid 
Industry Co-Option

A growing number of technologists and civil society 
organizations advocate for smaller models as the alter-
native trajectory to the bigger-is-better paradigm.14 This 
makes sense, because many of the clearest pathologies 
within the AI industry are driven by scale: from climate 
impacts; to risks of contagion effects from privacy, security, 
and accuracy failures; to the ways in which scale breeds 
ultra-concentrated markets in AI. The dangerous impacts 
of the vague and all-encompassing “AGI” (see Chapter 1.1) 
also demonstrate the scale thesis taken to its logical end: 
a system that exists at a scale and level of universality that, 
hypothetically, displaces all other forms of expertise and 
value.

But industry is flocking to a version of the “small is beauti-
ful” thesis, too, as part of their plans for market expansion, 
creating a familiar risk of co-option of the alternative by 
the same players who have driven and shaped this current 
paradigm. In the summer of 2024, Microsoft heralded “tiny 

but mighty” smaller language models that would provide 
impressive performance despite a reduced number of pa-
rameters.15 Apple, Meta, and Google also released AI mod-
els with many fewer parameters, signaling that industry 
is incentivized to move away from simply bigger-is-better 
in pursuit of compute-efficient methods.16 DeepSeek only 
propelled this trend, making it clear that frugality would be 
a key competitive advantage in this market.17

This is only superficial common ground. Positioning 
“smaller” models as one of the options in an “all of the 
above” approach for the biggest AI companies should 
not be confused with a rejection of the bigger-is-bet-
ter paradigm. As Satya Nadella said after the DeepSeek 
announcements, signaling that these efficiencies only 
consolidate benefits for the tech giants best placed to 
capture demand (see Chapter 2: Heads I Win, Tails You 
Lose): “As AI becomes more efficient and accessible, we 
will see exponentially more demand.”18 It also ignores that 
pushing advancements at the “frontier” of this tech is still 
dictated by scale, even as firms play around with a mix of 
approaches across their portfolio to target different types 
of consumers. Most importantly, the large-scale version of 
this tech is what drives these firms’ policy lobbying around 
infrastructure expansion with deleterious impacts on the 
public. Movements that aim to disrupt the consensus 
around scale-driven AI must explicitly name and distance 
themselves from this industry-driven discourse.
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ute to these investments, or more directly through 
increased energy bills, as we unpack in Chapter 2: 
Heads I Win, Tails You Lose). AI industrial policy serves 
either to secure demand via procurement policies19 
or to underwrite and attract continued investment (as 

 
The Abundance Agenda: AI’s Fundamental  

Incompatibility with Supply-Side Progressivism

The emergence of “abundance” as a narrative strategy and pol-
icy platform is being used by tech firms to get access to scarce 
public subsidies and energy. This stance has formed around 
a constellation of thinkers and organizations working across 
party lines to articulate a policy agenda premised on building a 
policy apparatus in support of more, and more efficient, con-
struction of critical resources with low supply and high demand, 
including housing, healthcare, and energy. It operates under 
the presumption that (1) government regulation makes building 
too burdensome in these sectors, leading to cost inflation; and 
(2) progressives have focused too intently on subsidy programs 
that cut or block access, rather than on the underlying reasons 
for cost inflation. The solution, abundance movement advocates 
posit, is to push forward “supply-side progressivism,” or, as 
Ezra Klein puts it, “to take innovation as seriously as they take 
affordability”20 by implementing regulatory reforms that speed 
development and solve scarcity. 

Abundance proponents centrally contend with energy markets, 
in that they argue in favor of cutting regulation to enable an 
increase in energy production. For example, Jerusalem Demsas 
wrote in the Atlantic that the ability for NIMBY-minded commu-
nity organizations and climate groups to shut down renewable 
development is hindering the US’s ability to meet its climate 
goals.21 Klein and Derek Thompson argue that overhauling ener-
gy infrastructure is crucial to mitigating climate change, empha-
sizing that the first step toward an abundant clean-energy future 
is reducing the current fossil fuel reliance from 60 percent as of 
2022 to nearly 0 percent.22

As a growing number of AI companies prioritize building and 
opening new data centers, more energy is needed to meet the 
staggering demand. One might think that AI-driven demand 
would concern abundance advocates, because AI firms soak up 
the available supply of renewable energy. Data centers already 
account for 4.59 percent of all energy used in the US. That 
number has doubled since 2018.23 Goldman Sachs estimates 
that data center power demand will grow 160 percent by 2030.24 
These are staggering numbers wreaking havoc on an already 
fragile energy grid. 

Instead, we see a more uneasy alliance, where the abundance 
agenda potentially converges with the energy deregulation 
camp for whom the “urgent” need to advance AI is being used 
as a justification to fast-track and expand fossil fuel production 
and use. At the House Oversight Committee hearing on data 
centers, AI, and energy, legislators repeatedly threw renewables 
under the bus, even touting that China is powering their AI 
systems with coal-fired plants.25 The fossil fuel company talking 
point that wind and solar are not a reliable source of energy 
to meet data centers’ 24/7 demands is deeply ingrained,26 
with legislators and data center trade groups pivoting toward 
the expansion of nuclear—rather than renewable—energy to 
provide “reliable” and sturdy energy for AI. Despite the substan-
tial evidence on hand, this sustainability critique has not been 
taken seriously by abundance advocates skeptical of the climate 
movement.

is the case with the Stargate deal). This approach to 
AI is akin to industry bailouts—rarely a popular pol-
icy stance—but compared to the auto industry and 
banking, the AI market is much more speculative and 
its value to the public is unproven.
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CHAPTER 1: AI’S FALSE GODS

1.3: AI ARMS RACE 2.0:  
FROM DEREGULATION TO  

INDUSTRIAL POLICY

The fusing of economic and national security goal-
posts under the banner of the US-China AI arms 
race is a critical asset for US AI firms: It affords them 
patronage not just from their own government, but 
potentially from the many other nation-states vying 
for a fighting chance at national competitiveness in 
this market; it insulates them from regulatory friction 
by framing any calls for accountability as not just an-
ti-innovation but harming national interests; and—as 
we explore in Chapter 1.2: Too Big To Fail—is a key 
factor in positioning them as not just too big, but too 
strategically important, to fail. 

Nation-states have developed their own flavors of 
“AI Nationalisms,” embarking on initiatives designed 
simultaneously to support homegrown development 
and sovereign infrastructures free of dependency 
on US tech firms, and to attract AI investment.1 But 
though AI nationalism is on the rise globally, the 
rhetoric around the AI arms race remains centered 

around two poles: the US and China. Since the mid 
2010s, the notion of a US-China AI arms race has been 
primarily deployed by industry-motivated actors to 
push back against regulatory friction. A frequent motif 
in policy discussions at moments where the industry 
has sought to stem the tide of regulation, the notion 
of an arms race was one of the key arguments made 
against the introduction of a federal data protection 
law, a package of antitrust reforms targeting the tech 
industry in 2022, and an omnibus AI Accountability 
Bill that was considered before Congress.2 

In the past two years, this so-called race has taken on 
a new character (let’s call it the “AI arms race 2.0”), 
taking shape as a slate of measures that go far be-
yond deregulation to incorporate direct investment, 
subsidies, and export controls in order to boost the 
interests of dominant AI firms under the argument 
that their advancement is in the national interest 
(what we refer to as AI industrial policy3). Such an 
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approach predates the Trump administration. Argu-
ably a number of the core measures propping up 
the AI arms race 2.0 were outlined under the Biden 
Administration; Jake Sullivan, in particular, was a vocal 
proponent of the logics of economic security.4 The 
Biden administration’s AI Executive Order,5 National 
Security memo,6 and export controls7 all established 
an intent for the US government to widely adopt AI 
and to clear the pathway for the industry to expand 
through infrastructure build-out, while simultaneously 
hindering the advancement of strategic adversaries 
like China by limiting the export of leading-node chips. 
Unsurprisingly, this stance ran parallel to the lobby-
ing platforms of firms like OpenAI that have sought 
government cooperation, with a narrow list of condi-
tionalities such as the use of renewable energy and 
compliance with security measures.8 OpenAI specifi-
cally has made threats that it will relocate its business 
absent commensurate support from the US govern-
ment.9 Since inauguration, the Trump administration 
has escalated support for the AI industry, rolling back 
the conditionalities articulated by the Biden adminis-
tration by repealing the AI Executive Order and replac-
ing it with a blanket assertion: “It is the policy of the 
United States to sustain and enhance America’s global 
AI dominance in order to promote human flourishing, 
economic competitiveness, and national security.”10

 
 
 
 
 
 

 
 
 

A NEW SILICON 
VALLEY CONSENSUS 
BEYOND TARGETED 

ADS TO TARGETED AI 
WEAPONS? 

While the Trump administration has firmly asserted AI 
as a strategic national asset, they are likely to expect 
the industry to act in ways that align more closely 
with state interest. The specifics of what that means 
is left deliberately hazy, but a popular refrain has been 
that companies should be devoted less to targeted 
advertising, and more to AI that would bolster nation-
al security—and defense tech is increasingly front 
and center of events like the Hill & Valley Forum,11 an 
annual consortium of Silicon Valley elites and DC law-
makers that first convened in March 2023 to combat 
China’s influence on the American tech industry.12 
Cofounded by Palantir’s Jacob Helberg, the Hill & Val-
ley Forum is more aligned than ever before with state 
national security interests,13 as Helberg,14 like Michael 
Kratsios and David Sacks, is one of many industry rep-
resentatives who find themselves in key policy roles 
under the Trump administration.15 

So far, the industry seems to support this vision. This 
is best seen in the rhetoric of Palantir’s CEO Alex 
Karp, who has long framed the company’s mission as 
addressing a civilizational need to support democratic 
and Western supremacy through leading-edge tech-
nology. But emboldened by Trump’s intent to scale 
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up mass deportations and police surveillance, Karp 
has escalated, saying in an investor call in early 2025: 
“We are dedicating our company to the service of the 
West and the United States of America, and we’re su-
per-proud of the role we play, especially in places we 
can’t talk about. Palantir is here to disrupt. And, when 
it’s necessary, to scare our enemies and, on occasion, 
kill them.”16

Karp isn’t alone. Since the Biden administration’s 
shift toward securitization of AI in 2024, companies 
that have historically distanced themselves from the 
military have also doubled down on national secu-
rity: After making an amendment to its permissible 
use policy enabling its tools to be used by militaries,17 
OpenAI has increasingly leaned in to making policy 
arguments on security grounds,18 going so far as to 
assert that expanding fair use under copyright law 
to include AI development is a security imperative.19 
In February 2025, Google amended its guidelines to 
allow its AI technologies to be used for military weap-
ons and surveillance, despite ongoing protests by 
its employees and a long-standing ban on use of its 
technology for weapons following the Project Maven 
protests of 2018.20 And Meta made an announce-
ment in November 2024 that it would make its Llama 
models available to the US government for national 
security use.21

Meanwhile, Anthropic’s CEO Dario Amodei recently 
wrote about the threat of authoritarian governments 
establishing military dominance on AI as a reason to 
accelerate US leadership22 and the VC firm Andrees-
sen Horowitz operates an “American Dynamism” 
practice expressly designed to support the national 
interest in strategically important sectors: aerospace, 
defense, public safety, education, housing, supply 
chain, industrials, and manufacturing.23

 
 

 
 
 

A DOUBLE-EDGED 
SWORD: CHIP 

DIFFUSION AND 
“SOVEREIGN AI”

 
It’s worth noting that the AI arms race 2.0 has shifted 
from being an absolute policy advantage for the tech 
industry writ large to being a double-edged sword for 
some: Aggressive restrictions on the export of chips 
are closing off a huge market for US AI hardware com-
panies and data center products, which has left firms 
like Nvidia and Oracle deeply unhappy.24 During the 
Biden administration, the implementation of export 
controls restricting the sale of semiconductors to 
certain countries through the “diffusion framework” 
received the bulk of the criticism, with a number of 
firms invested in the global chip market particularly 
up in arms about the impact to their businesses.25 
The Trump Administration may make changes to the 
diffusion rule,26 and is internally fragmented between 
factions that are supportive of tariffs and hawkish 
toward China, and those that are interested in global 
expansion of the AI market.27

For its part, Nvidia—the leading semiconductor firm, 
which is most directly affected by the export con-
trols—has embarked on a push for “sovereign AI,” a 
term coined by the company to refer to nations’ abili-
ties to produce their own AI using some combination 
of homegrown infrastructures, data, workforces, and 
business networks.28 
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Nvidia’s stance is an example of a play at market 
expansion. As the provider of computing chips for 
the data center infrastructures central to sovereignty 
initiatives, the company stands to benefit from na-
tion-states’ growing interest in building out their own 
homegrown industries and attracting AI investment. 
For chip manufacturers, the push toward sovereign 
AI can be seen as a way of diversifying their customer 
base away from the hyperscalers and hedging their 
business against the potential slump in the demand 
from these companies.29 

The European Union and its member states have 
also espoused interest in sovereign investment into 
AI in a bid to compete at the frontier. The European 
Commission has gradually repurposed its existing 
European high-performance supercomputing ca-
pacity toward training large-scale AI models.30 To 
further up the ante, the Commission announced a 
€20 billion InvestAI initiative to establish European 
“gigafactories” that would house one hundred thou-
sand GPUs with the objective to facilitate training of 
models with “hundreds of trillions” of parameters.31 
Investment has also picked up in the member states. 
In February 2025, France hosted the Paris AI Action 
Summit, during which president Emmanuel Macron 
announced around €110 billion in investment pledges 
to boost France’s AI sector, with a focus on infrastruc-
ture investments.32, 33 In Germany, the new govern-
ment coalition has agreed to house at least one of 
the gigafactories, complemented with commitment 
to develop a sovereign tech stack, as well as support 
for a budding “Eurostack” movement, an informal 
coalition34 at the European level that aims to reduce 
European tech dependencies by developing domestic 
alternatives.35

These investments at the level of the EU and its mem-
ber states still pale in comparison to the scale of the 
private investment plans in the US, with the $500 bil-
lion joint venture fund Stargate announced in January 

2025; the fund arguably cements monopoly domi-
nance by a cartel of US-based firms.36 Meanwhile, the 
UAE and Saudi Arabia are geopolitical swing states, 
given their financial capital to sustain infrastructural 
build-out, and have been flooding the market with 
money via the AI funds MGX, G42, and the Saudi 
Public Investment Fund (PIF) for AI,37 money that the 
leaders of AI firms are avidly seeking.38

Nationalism thus still remains a critical shaping force 
in AI policymaking: The “AI arms race” has if anything 
become increasingly complex in a moment of geo-
political uncertainty, and is wielded by firms both to 
avert regulation and to court investment. 
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1.4: RECASTING REGULATION  
AS A BARRIER TO INNOVATION

There has been a swift and aggressive narrative at-
tack on AI regulation as anti-innovation, superfluous 
bureaucracy, and unnecessary friction. We’ve seen a 
total reversal in the US federal stance and, increasing-
ly, a regulatory chill reverberating across quarters in 
the EU. We saw early signs towards the end of Biden’s 
term setting the government’s primary role as enabler 
of the AI industry,1 and with the Trump Administration 
it is the headlining message. The headwinds against 
baseline accountability against the tech sector in 
general, and AI companies in particular, are greater 
than ever. 

The tech industry’s fickle policy promises have also 
revealed their true colors. Companies spent 2023 
insisting they were extremely concerned about safety 
and were firmly “pro-regulation.”2 But as the center of 
power has shifted towards a deregulatory current, any 
superficial consensus on guardrails has just as quickly 
fallen away. OpenAI’s CEO Sam Altman, for instance, 

went from testifying in a Congressional hearing that 
regulation is “essential” to lobbying against a minor 
safety provision in just fifteen months.

The government’s narrative change has been just 
as swift. In 2023, future-looking existential (“x-risk”) 
concerns took center stage. In policy fights these 
x-risk safety concerns have often eclipsed the long 
list of material harms arising from corporate AI con-
trol, often moving public and policy attention away 
from enacting policy and enforcing existing laws on 
the books to hold companies accountable.3 Nota-
bly, Vice President Harris’s speech on the sidelines 
of the UK AI Safety Summit called out this tension 
explicitly, and set up an (implicit) counterpoint to the 
x-risk-dominated agenda at the rest of the summit led 
by former prime minister Rishi Sunak: “These [exis-
tential] threats, without question, are profound, and 
they demand global action. But let us be clear. There 
are additional threats that also demand our action—
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threats that are currently causing harm and which, 
to many people, also feel existential.”4 Harris went on 
to describe the ways in which ordinary people have 
already been harmed from faulty, discriminatory, and 
inaccurate AI systems.

Unlike other regulatory conversations, the broad 
philanthropic and government interest in addressing 
x-risk safety concerns eventually served to further ce-
ment government relationships with the tech industry. 
The vast majority of efforts under the safety umbrella 
have been voluntary and industry-led—for example, 
numerous safety validation standards within the UK 
and US AI Safety Institutes were set by or done in 
collaboration with industry players like Scale AI5 and 
Anthropic6—revealing that the government had been 
successfully convinced to regulate AI in lockstep with 
and led by industry-centered expertise. On the other 
hand, when the rubber met the road with SB 1047, the 
California bill that sought to impose baseline docu-
mentation and review requirements on the largest AI 
companies for a very narrow class of advanced mod-
els, large parts of the tech industry pulled out the rug 
and pushed against even this narrow regulatory inter-
vention with all their might.7 Even Anthropic—which 
positions itself as a company responsive to safety 
and the risks of AI—waffled on SB 1047 support, first 
coming out against the bill before dragging their feet 
into a hedged statement of support, saying the “ben-
efits likely outweigh its costs,” but “we are not certain 
of this.”8 Government players fell in line, with key 
Democratic legislators9 framing the bill as detrimental 
to innovation.10 In a letter to Governor Newsom, eight 
Democratic members of Congress succinctly summed 
up this position: “In short, we are very concerned 
about the effect this legislation could have on the 
innovation economy of California.”11 Facing immense 
pressure, Governor Newsom ultimately vetoed the bill. 

The fight for SB 1047 opened the floodgates for pit-
ting regulation against innovation. A recent one-two 

punch has shifted the terrain entirely: Groups advo-
cating for legislation mirroring SB 1047’s provisions 
are being politically targeted by Republicans12 and a 
new troubling bill, SB 813,13 is gaining support in Cal-
ifornia that allows AI firms to self-certify their models 
as safe and then use that certification as a legal shield 
to avoid liability in a civil action for harm.14

At the federal level, there was vanishingly little prog-
ress legislatively, leaving large swaths of industry use 
entirely outside of regulatory constraints. Biden’s 
now-repealed EO15 and the OMB memo16 were bright 
spots, making strong progress in terms of hooks for 
actionable accountability via targeting government 
use of and procurement of AI. Even public investment 
proposals such as the National AI Research Resource 
pilot, originally positioned as a counterforce to con-
centrated power and resources in the AI industry, was 
recast under Biden’s 2024 National Security Memo as 
a national competitiveness project. Former National 
Security Advisor Jake Sullivan’s October 2024 speech 
before the National Defense University also firmly po-
sitioned the US government as an enabler of frontier 
AI companies and emphasized the need for US invest-
ment in the AI sector to go full steam ahead in order 
to shore up the country’s strategic positioning against 
China.17

Still, despite a far-from-coherent policy stance on AI 
under Biden, the attack on regulation ushered in by 
the Trump administration cannot be overstated.18 
Since being elected, President Trump has positioned 
regulation as a clear-cut way for the US to “lose” 
the global arms race, and his allies have propagated 
fears of Chinese control of global AI infrastructure 
as a threat to American security and democracy. On 
his first day in office, Trump gutted Biden’s Executive 
Order on AI, replacing it with his own Executive Order 
set to revoke existing federal AI policies that “act as 
barriers to American AI innovation.”19 At a series of 
high-profile events including Davos, the French AI 
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Action Summit, and the Munich Security Conference, 
the Trump administration’s message rang loud and 
clear: Global regulation is a targeted economic attack 
on US companies, and the antithesis to innovation. 
Meanwhile, the administration has expressly target-
ed the administrative state, calling into question the 
independent status of enforcement agencies and 
gutting the federal workforce, including key employ-
ees tasked with enforcing existing laws to rein in 
corporate dominance (this included unlawfully firing 
key Democratic FTC Commissioners with a record on 
tech enforcement). The Trump administration’s recent 
OMB memos do little to impose accountability on AI 
systems, and are instead designed to fast-track the 
procurement of AI across the federal government.20 

Meanwhile, AI Industrial policy—or financial and reg-
ulatory support for expanding the national AI indus-
try—is being positioned as the counterpoint to reg-
ulation, and a more appropriate role for government 
intervention. Unsurprisingly, Silicon Valley tech and AI 
executives have fallen21 quickly22 into23 line, shoring 
up their seats at the table. Because, while Trump’s 
tangible industrial AI policy moves remain to be seen, 
the dominos set in motion by the Biden administra-
tion are poised to rapidly accelerate under Trump. 

Trump’s agenda for global AI dominance is mutually 
reinforced by an expansive energy dominance agen-
da, and his administration has repeatedly highlighted 
the need to expand US energy resources24 to remain 
competitive in AI.25 Debates about permitting require-
ments for infrastructure build-out had already taken 
center stage during the Biden administration. Senator 
Joe Manchin’s Energy Permitting Reform Act of 2024 
expediting review procedures for energy and mineral 
projects advanced out of committee with a bipartisan 
vote.26 The bill is supported by a coalition of fossil 
fuel companies and tech lobbyists, who claim that AI 
tech innovation is tied to energy expansion. As they 
wrote in a letter to Congress: “America’s leadership in 

global innovation depends on the passage of permit-
ting reforms that allow the US to build critical energy 
infrastructure.”27 

In some ways, the Trump administration’s pro-enforce-
ment posture toward Big Tech companies—seen in 
the continuation of the DOJ’s case against Google and 
the FTC’s recent trial against Meta—is consistent with 
the Biden administration’s antitrust policies, and runs 
orthogonal to the otherwise deregulatory headwinds 
and hands-off approach to the tech industry. At the 
same time, these cases are not designed to strike at 
the root of power facing the AI industry, which has 
received an “all systems go” message from the Trump 
White House, but rather to curtail Big Tech censorship 
and undermine platform authority over state pow-
er. Already we see tech companies attempt to wield 
political favor to end the trials.28 And Google is set to 
argue that structural separation will undermine US 
national security issues,29 potentially derailing bold 
antitrust remedies from the court. Despite these cas-
es, it is unlikely that the Trump DOJ and FTC are set to 
broadly undermine the AI industry’s market power as 
a matter of policy, no matter how the antitrust suits 
are decided.30

The drift toward deregulation has begun even in 
the European Union, traditionally seen as a staunch 
regulatory power. Driven by rightward electoral 
shifts, increasing securitization of AI, and new geo-
political realities driven by Trump, the once proudly 
proclaimed digital regulation agenda is now seen as 
a liability by European policymakers. In addition to 
scrapping planned bills, such as the AI Liability Direc-
tive that created a product liability framework for AI,31 
there is appetite in the high halls of EU policymaking 
to walk back on rules already agreed to. While back-
tracking is constrained by the embarrassing optics of 
bending under US pressure—at least thus far—when 
it comes to implementation, there is growing pressure 
to create as much flexibility as possible so as to mute 
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the impact of the laws without changing their letter.32 
This push to create flexibility for domestic companies 
is complicated by the importance of these rules as 
a rare source of leverage in the nascent trade war 
between the EU and the US.33 The extent to which 
European digital regulation becomes a pawn in this 
debate remains to be seen. 

More generally, the tone in the European Union and 
member states has become more enabling, parallel-
ing the developments elsewhere. French President 
Emmanuel Macron’s “plug, baby, plug” quip at the 
Paris Action Summit crystallized this shift in senti-
ment.34 Leveraging the tools of statecraft and existing 
infrastructures (such as abundant nuclear energy in 
France) toward promoting the development of AI is in-
creasingly central to the broader push toward Europe-
an sovereignty. In addition to new public investments 
in AI infrastructures, new political coalitions and 
power players are also emerging in the background 
to facilitate this change. A recent large public-private 
partnership with an investment pledge of €150 billion 
by a collective of leading European industrial giants 
and tech companies, complemented by direct access 
to heads of European states to discuss a “drastically 
simplified regulatory framework for AI,” is one exam-
ple of these changing winds.35 

Absent from this discussion is the role regulation can 
play in fostering innovation within markets, particular-
ly given the dynamism and complexity that AI exhib-
its. By creating a stable regulatory environment with 
robust competition among firms and an equal playing 
field that enables new entrants to thrive, well-crafted 
regulation can act as an enabler rather than an adver-
sary to innovation in emerging markets (See Chapter 
4: A Roadmap for Action).



CHAPTER 2:

HEADS I WIN, 
TAILS YOU LOSE

HOW TECH COMPANIES HAVE 
RIGGED THE AI MARKET 
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CHAPTER 2: HEADS I WIN, TAILS YOU LOSE

In some regards, the current market behavior of AI 
firms appears wholly irrational: Tech companies are 
pumping billions of dollars into an unproven tech-
nology with little market demand, firing their own 
workers,1 and acquiescing to the political demands 
of an administration defined by its tech factionalism 
and personal vendettas.2 On its face, the AI market 
appears to be driven more by AI “FOMO”—a fear of 
missing out—than sound business decisions, with AI 
firms throwing product use cases at the wall to see 
what sticks, and firms across the economy force-fit-
ting AI solutions into their workflows, buckling un-
der the generalized pressure that any competitive 
company must today have an “AI strategy.”3 Big Tech 
firms have guaranteed their own success by making 
the wall as sticky as possible, gaming the market to 
ensure they benefit if and when the returns come 
rushing in. 

Whether by locking customers into existing ecosys-
tems, bending the law to work in their favor, co-opting 
political processes and media narratives, or pegging 
their own futures to an industrial strategy of national 
dominance and government investment, Big Tech 
firms are shaping the market to consolidate their own 
power and to hedge against the considerable risks 
they’re exposed to.

The reality is that Big Tech firms and AI developers 
(propped up by Big Tech firms) can successfully 
gamble on AI’s future because the house always wins. 
Their deep pockets allow them to suffer short-term 

losses as they shuffle through product use cases and 
burn money, AI chips, and energy at an alarming rate, 
but ultimately they—and power players in adjacent in-
dustries that hinge on AI infrastructure build-out—are 
best positioned to net long-term gains in this market. 

This section maps the drivers that are securing Big 
Tech firms’ advantage in the AI market, before turn-
ing to the question of who loses in the end.

CLOUD 
INFRASTRUCTURE 

PROVIDERS BENEFIT 
FROM CYCLES OF AI 

DEPENDENCE

Because the quickest path to AI profit is through 
the increased demand in cloud services this market 
drives, Big Tech firms that offer cloud computing ser-
vices and control cloud infrastructure (like Amazon, 
Microsoft, and Google) are best positioned to win the 
AI race.

Governments and investors are funneling billions of dollars into a speculative AI industry 
without a clear business model or pathway to profitability. In Chapter 1, we identified the 
myths undergirding the hype despite obvious red flags and warning signs. But the reality 
on the ground is far less distributive; here, we explain how a handful of firms are poised 
to capture the AI market.
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Because of the “bigger-is-better” paradigm, AI devel-
opers require more and more compute resources to 
effectively train their larger models and run “infer-
ence,” such as the queries returned each time you 
enter a prompt into ChatGPT. This dependency on 
compute has made large-scale AI development con-
tingent on access to compute resources, which has 
led AI developers like OpenAI and Anthropic to secure 
partnerships with cloud companies like Microsoft and 
Amazon in order to successfully train and run their 
models. The early exclusive partnership between 
OpenAI and Microsoft has received the most atten-
tion among these: OpenAI received Microsoft’s cloud 
resources at a fraction of the cost; in return, Microsoft 
locked OpenAI into billions of dollars in cloud commit-
ments and a share of OpenAI’s future revenue.4 Ope-
nAI wasn’t alone: Anthropic developed arrangements 
with Google5 and Amazon,6 Deepmind solidified its 
cloud partnership as Google DeepMind,7 and Mistral 
struck a deal with Microsoft,8 for example.

But the advantage these cloud firms hold is multifac-
eted: Unlike other cloud companies like Oracle and 
Coreweave, Amazon, Microsoft and Google also hold 
a dominant advantage along the AI supply chain, with 
advantages in access to data, paths to market, and 
talent. 

The partnership model between hyperscalers and 
AI developers is evolving from being predicated—as 
was the case in the 2018 deal between Microsoft and 
OpenAI—on exclusivity to being predicated on mutual 
dependence.9 For example, even though OpenAI is 
no longer locked into an exclusive partnership with 
Microsoft, Microsoft remains able to secure a market 
advantage where it matters most—AI model deploy-
ment—while ensuring their investment is recouped 
through circular spending agreements and revenue 
shares.10 Under the new partnership, Microsoft retains 
access to OpenAI’s IP (including insight into how Ope-
nAI and Oracle will manage the new Stargate servers); 

OpenAI API is still exclusive on Azure (and pays more 
than $1 billion per year on Microsoft services); and 
revenue-sharing commitments are still in place (Mic-
rosoft retains a 20 percent share of OpenAI’s revenue 
and future profits up to $92 billion).11 Microsoft is also 
positioned to effectively block OpenAI’s effort to con-
vert into a for-profit company, while OpenAI’s board 
can trigger a clause that prevents Microsoft from 
accessing its most cutting-edge tech, which OpenAI 
officials have reportedly proposed doing.12

In January 2025, markets were temporarily rattled by 
the announcement that  Chinese startup DeepSeek 
was able to launch an AI model comparable to Ope-
nAI’s latest release at a fraction of the compute cost.13 
For some, DeepSeek cast doubt on the self-serving, 
bigger-is-better paradigm advanced by companies 
like OpenAI, projecting future efficiencies in compute 
resources. But DeepSeek’s release does not change 
the current paradigm of cloud company dominance: 
Despite the model’s smaller use of compute in the 
final training run, the technical advancements in 
advanced reasoning driven by the inference-time 
compute approach are still reliant on scale for their 
performance advantages. And any efficiency gains 
would likely be overridden by growth in demand, a 
phenomenon known as the Jevon’s paradox. As Satya 
Nadella declared in the wake of DeepSeek’s release, 
“As AI gets more efficient and accessible, we will see 
its use skyrocket, turning it into a commodity we just 
can’t get enough of.”14 DeepSeek thus solved one 
pressing business problem for Microsoft—how to deal 
with its escalating expenditures on data centers—
without disrupting the overall business proposition for 
the company: capturing the market through its con-
trol over the cloud ecosystem.

Efficiency gains through models like DeepSeek’s also 
don’t necessarily undercut the advantage that Big 
Tech companies hold from their access to compute. 
For one, pushing ahead on performance gains at the 
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cutting edge of the technology is still extremely com-
pute intensive.15 (It is also widely believed that Deep-
Seek essentially “distilled” its model building off of 
OpenAI’s o1.16) Moreover, cloud companies reap con-
sistent gains even as we—consumers and companies 
alike—figure out whether AI delivers what it promises: 
Every response generated on ChatGPT, every query 
run on Gemini, and every customer service chatbot 
integration incurs a cost that customers pay back to 
the hyperscalers. Now, if compute remains a scarce 
resource, Big Tech companies with cloud businesses 
win by controlling limited supply. Similarly, if models 
become more efficient, these firms still win because 
the efficiencies will lead to overall reduced infrastruc-
ture costs, allowing them to deliver more product at 
cheaper cost. This means that cloud firms are incen-
tivized to boost AI demand either way, ensuring that 
AI demand balloons to fit a growing market for infra-
structure that depends on its success. 

This relationship of dependence extends not just to 
AI developers but to cloud startups, too. For instance, 
CoreWeave is a new entrant into cloud computing that 
chipmaker Nvidia has invested in, and has marketed 
itself as a solution to compute bottlenecks in the AI 
market. But the company recently went up for pub-
lic offering,17 and financial documents revealed that 
CoreWeave is saddled with debt and almost entirely 
dependent on Big Tech companies like Microsoft that 
need to offload their excess demand—the very com-
panies it is attempting to compete with.18

 
 
 
 
 
 

 
 
 

BIG TECH FIRMS 
BENEFIT FROM 
LEVERAGING 

CONTROL OVER THE 
TECH ECOSYSTEM  

There is increasing consensus that AI models are be-
coming “commoditized,” meaning that gains in model 
efficiency decrease costs, and more large-scale mod-
els will emerge to compete. In response, firms like 
Microsoft are advising those in the market to “focus 
more on how they integrate these models with their 
own data and workflows.”19

This advice reflects Microsoft’s position in the mar-
ket: It, like Google and Meta, has an advantageous 
position due to its dominant role in enterprise and 
consumer-facing software. This is precisely why, on 
the day that the chipmaking firm Nvidia’s stock fell 
nearly 17 percent following the DeepSeek news, Am-
azon, Meta, and Apple’s stock went up.20 Because if 
AI models become cheap to integrate—and compute 
becomes significantly cheaper—the firms who own AI 
products, distribution, and data centers are at an ad-
vantage. This makes ecosystem power—control over 
the paths to market—an important element in the AI 
market.

Ads all the way down: Meta’s advertising ecosystem 
positions it well in the generative AI market. Because 
one of the main use cases for generative AI technolo-
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prise products, from Workspace to Email, so comput-
ing efficiencies will make this process all the more 
profitable for Google. Finally, DeepMind, Google’s AI 
research laboratory, is slowly expanding into a prod-
uct development org, revealing that Google’s biggest 
bet on AI is product integration rather than AI model 
development.31

Amazon, as the leading cloud infrastructure firm, is 
already positioned to take up a significant portion of 
the AI market, and has made several rounds of invest-
ments into the startup Anthropic.32 It has also made 
some initial effort to develop its own models,33 though 
its operation of a model marketplace seamlessly 
integrated with Amazon Web Services (AWS) is likely 
most reflective of its intent to offer AI-as-a-Service.34 
Amazon is testing the rollout of AI models across its 
existing platforms and services, including Alexa,35 and 
a shopping tool called Interests onto its online mar-
ketplace.36 It is also developing its own chips: Infer-
entia is optimized for AI training runs, and Trainium is 
optimized for inference and training.37

Apple dominates the mobile-device ecosystem. If 
inference becomes dramatically cheaper and mem-
ory requirements substantially decrease, it becomes 
significantly cheaper to deploy the most powerful 
AI models on Apple’s devices. Its focus has been on 
releasing small models aimed at running on-device 
for iPhone, iPad and Mac, and a larger foundation 
model running on its private cloud servers, leveraging 
Apple’s position in the device market.38

gy right now is generating a lot of content very quick-
ly, Meta can deploy AI to consistently optimize for the 
highest-performing ads at unprecedented scale—
driving revenue for themselves and advertisers at 
minimal marginal cost.22 Moreover, Meta can leverage 
its infinite stream of free, user-generated photo and 
video content across Facebook and Instagram to 
make ads “indistinguishable from content”23 by using 
AI to label and link every possible purchasable item in 
every possible piece of content. This helps explain the 
significant investment—$65 billion—Meta is making 
into AI infrastructure.24 

Other Big Tech firms are moving in a similar direction:

Microsoft dominates the enterprise software market, 
and is pushing Copilot integration and the upselling of 
security features, which require purchase of a premi-
um subscription to their cloud platform, Azure.25 In 
the event that OpenAI is able to capitalize on its Chat-
GPT user base—an unlikely prospect26—Microsoft, as 
mentioned earlier, has a revenue-sharing agreement 
in place to give them 20 percent of OpenAI’s reve-
nue.27 It has also opened up its own competing arm 
called Microsoft AI, led by Inflection CEO Mustafa 
Suleyman, which is devoted to product development 
both for Copilot and other consumer AI products.28

Google dominates the search and search-advertising 
ecosystems—so much so that a federal court found 
in 2024 that Google has an illegal monopoly over both 
internet search and search-advertising markets.29 
As remedies work their way through the court, Goo-
gle has leveraged its search dominance to integrate 
Gemini, its own AI model, into the search experience, 
providing Google with an unbeatable advantage to 
deploy AI to millions of captive users.30 The same logic 
that applies to Meta’s ad market applies to Google, 
where generative AI models can quickly and cheaply 
optimize advertising content to benefit advertisers 
and Google alike. Meanwhile, Google is launching its 
suite of AI tools across all of its consumer and enter-
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Former National Economic Council Director Brian 
Deese has said that forecasters tend to overestimate 
electricity demand because they emphasize static 
load growth over efficiencies that are likely to develop 
over time.45 Utilities companies are also incentivized 
to overproject energy demands to grab investors’ 
attention.46 Furthermore, data centers tend to request 
services from multiple utilities, meaning that project-
ed demand is likely captured in multiple utility compa-
nies’ projections.47 But these high-demand projections 
have acted as a strategic policy level for firms peti-
tioning the government to quickly bring more power 
sources online as a matter of national importance.48 
The strategy is working: The Department of Energy 
is set to announce plans allowing companies to build 
data centers and power plants on federal land by the 
end of 2025, in order to maintain America’s “global AI 
dominance.”49

In one sense, these inflated projections could seem 
risky for Big Tech companies. If the AI bubble bursts 
and energy projections don’t materialize, Big Tech 
companies risk sinking billions of dollars into strand-
ed infrastructure. This is why the push for public 
investment is critically important as a de-risking mea-
sure, so they won’t be left footing the bill in the face of 
a market collapse.

Big Tech Wins Even If the AI 
Boom Doesn’t Pan Out 

Big Tech firms are pursuing a multifaceted strategy to 
shore up their interests no matter how the AI mar-
ket inevitably plays out. First, they pump up energy 
projections while banking on efficiency gains to drive 

 
 
 

AI FIRMS BENEFIT 
FROM THE DATA 
CENTER BOOM 

As we described earlier, controlling access to cloud 
resources and services is a crucial way firms like 
Google, Microsoft, and Amazon are advantaged in the 
AI market. In 2024, Big Tech companies spent more 
than $180 billion on data center expansion and infra-
structure.39 Just one year later, Google, Meta, Micro-
soft, and Amazon expect to spend an additional $300 
billion on data center construction and infrastructure 
costs for AI.40 It is estimated that by 2030, the largest 
cloud service providers will host 60–65 percent of all 
AI workloads.41

The amount of energy that data centers are projected 
to use is staggering. Industry analysts anticipate a 
five-year load growth of 80 gigawatts to power AI data 
centers—the equivalent of adding the electric capac-
ity of the entire state of California onto our existing 
grid.42 Energy utility companies tend to project even 
more aggressive numbers, like a Texas utility company 
claiming requests for 82 gigawatts of additional load 
in its service territory alone.43 If these numbers are 
even nominally accurate, the growth in power con-
sumption by data centers is poised to wreak havoc 
on already fragile energy grids and markets that are 
incapable of meeting this extraordinary demand, es-
pecially in such a short time.44 

These projections need closer scrutiny, however. 
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meaning that data centers can walk away from their 
large energy contracts with little risk, leaving utility 
companies—and ratepayers—left to carry the costs, 
even for unfinished projects.55 

Data centers also pose risks to utility grid planning 
and management: They have the capacity to “dis-
connect” from the grid and switch to their own local, 
back-up power generators. This is a safety mecha-
nism intended to protect data center equipment from 
damage that can arise from fluctuations in voltage, 
grid frequency, or natural disasters; yet when done at 
scale across multiple large data centers concentrated 
in one region, these disconnections can cause large 
surges in excess electricity that threaten grid reliabil-
ity across a region. Several “near-miss” cases have 
already been documented across the country in the 
past year.56 

The second way Big Tech companies guarantee favor-
able market terms for massive data center investment 
is by striking opaque and exclusive deals with utility 
monopolies to set preferential energy rates, which 
shift infrastructure costs onto ordinary ratepayers.57 
As Eliza Martin and Ari Peskoe discuss in the report 
Extracting Profits from the Public: How Utility Rate-
payers Are Paying for Big Tech’s Power, Big Tech 
companies do not need a rate discount: they are fully 
capable of funding their own infrastructure devel-
opment costs. Nevertheless, utility companies offer 
special contracts to Big Tech companies to attract 
their business58 and then may raise electricity rates 
for other ratepayers to make up for the rate discounts 
to large customers.59 Already customers in Georgia 
have seen six rate increases in less than two years, 
increasing the electricity bills of ordinary ratepayers 
by 37 percent due to additional power demand from 
Georgia data centers.60 Dominion Energy, which ser-
vices an area in Virginia known as “data center alley” 
because it houses the largest cluster of data centers 
in the world,61 is proposing fuel-rate increases that 

more demand. Then they strike favorable deals with 
utility monopolies to ensure best-rate prices and pass 
off the remaining costs to ordinary ratepayers. Next, 
they integrate themselves across the entire ener-
gy supply chain, purchasing energy, selling energy 
technology, and making strategic long-term contracts 
with power plants to preference their own needs at 
the expense of other energy customers.50 Finally—and 
perhaps most importantly—they pit state and local 
governments against each other by dangling purport-
ed economic benefits of data center development, 
accruing tax breaks and subsidies,51 while lobbying to 
block any legislation that undermines their interests. 

Although data center facilities require massive capital 
expenditure to build—a hyperscale facility of a hun-
dred megawatts requires up to $1.4 billion in up-front 
investments—data center capacity is relatively fungi-
ble if enough capital is available to maintain or repur-
pose the facility.52 But the specialized AI infrastruc-
ture being built today for GPU clusters that produce 
significantly greater heat isn’t as easily repurposed for 
general computational use. In the event of AI demand 
plummeting, Big Tech companies could repurpose 
data centers for other workloads, including traditional 
cloud and data storage servers.53 But they’ll be equally 
incentivized to leverage their market power to make 
demand happen, rather than accept huge write-offs. 
And since a portion of the data center infrastructures 
used by Big Tech firms are leased, companies have 
some flexibility to cancel or opt out of renewals based 
on demand—as Microsoft chose to do after it ended 
its exclusive agreement with OpenAI.54

Utility companies, on the other hand, may be left 
reeling. Despite having no long-term guarantees of 
future demand, utility companies across the country 
are planning to invest billions of dollars in new infra-
structure to service new data centers. But minimum 
contracts for large load customers tend to be short—
two years on average—and minimum charges are low, 
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pand dangerous sources that have closed, like Micro-
soft’s investment to reopen a unit at Three Mile Island, 
a nuclear power plant; or Google’s investment in off-
shore wind projects.68 These firms are directly funding 
investments in new energy companies, like Amazon’s 
investment in hydrogen electrolyzers, Google’s invest-
ment in geothermal startup Fervo, and Sam Altman’s 
investment in Helion Energy.69 And despite stated 
commitments to sustainability, tech firms have deep 
ties to the fossil fuel industry:70 They purchase fossil 
fuel energy; they sell AI to fossil fuel companies to 
speed extraction; and they are driving investments to 
delay the retirement of coal plants.71 

Fourth, Big Tech companies are pitting state and local 
governments against each other by dangling econom-
ic development promises to secure generous subsi-
dies and abatements that reduce their tax liability.72 In 
turn, localities, often desperate for additional sources 
of revenue, offer these companies packages of incen-
tives to attract their business, including tax breaks for 
data center projects, sales and use tax exemptions, 
and property tax abatements.

For example, in 2019 (years before the generative AI 
boom), Indiana passed a law exempting data centers 
from sales tax on materials and equipment needed to 
build and operate data centers for up to fifty years, as 
well as a sales tax exemption on purchasing energy. 
Meanwhile, ordinary Indianians pay a 7 percent sales 
tax for their electricity and any other goods they buy.73 
This is particularly damning when considering how 
much data centers spend on electricity bills: Indiana 
Michigan Power estimated that a 1,000 megawatt data 
center would pay an annual electric bill of $492.6 mil-
lion.74 Over a fifty-year period, the foregone sales tax 
revenue would total more than $1.7 billion.75 Amazon’s 
new data center campus coming to New Carlisle, Indi-
ana, within this service territory could use double that 
energy once completed,76 and lead to even more lost 
revenue. Nevertheless, at least thirty-two states now 

could raise average residential customer bills by as 
much as ten dollars per month.62

Technically, some special contracts must receive 
approval from regulators. But approvals tend to pass 
in uncontested hearings, with many contract details 
held confidential or redacted in public hearings. In 
some states, regulators face immense political pres-
sure from utility companies (and in some states, elect-
ed officials seeking to gain favor) to approve special 
rate deals for large and influential companies like Big 
Tech firms.63 In addition to underpaying on rates, Big 
Tech firms also have the ability to game the system 
by reducing their energy load during the time frame 
when they know utility companies are measuring their 
uses for the purposes of calculating their “demand 
charges,” so that their data centers will be charged 
much less than their fair share of the system costs.64 
While these companies are securing long-term con-
tracts for energy and capacity at a stable and known 
price, they are driving the cost of energy higher for all 
other customers and taking valuable energy resourc-
es currently used to serve existing customers away to 
serve data centers’ rapacious needs instead.

Third, Big Tech companies are embedding themselves 
across the entire energy supply chain in hopes of “ce-
menting a technological lock-in effect” and ensuring 
dominance in whatever energy future takes hold.65 Big 
Tech companies are major purchasers of clean ener-
gy,66 but are also suppliers to renewable energy com-
panies, selling technology to help companies organize 
their workspaces or manage their energy loads. For 
example, Alphabet (Google) has developed a product 
called Tapestry to help electricity grid operators map 
and manage their electricity grids;67 Alphabet also 
owns the thermostat company Nest, which utility 
companies can use to control customers’ thermostats 
under demand-response programs.

Big Tech companies are also funding investments to 
bring new sources of power online or restart and ex-
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oversight, transparency, sustainability, and cost-allo-
cation measures.84 Big Tech companies fought these 
bills tooth and nail, with one political action commit-
tee connected to the Data Center Coalition, a Big Tech 
lobbying group, contributing over $100,000 to Virginia 
state lawmakers.85 In the end, all but one data center 
bill failed to pass.86 The bill that passed, which allows 
(not even requires) data centers to perform impact 
assessments of data centers’ effects on water and 
agricultural resources, was recently vetoed by Virgin-
ia’s Governor for creating “unnecessary red tape.”87 
In Oregon, lawmakers introduced a bill to specify data 
center companies as a new customer class to ensure 
cost allocations are fair.88 But Big Tech companies are 
challenging the bill, claiming that this would unfairly 
single out data centers89—a particularly ironic argu-
ment given that much of their strategy for securing 
lower rates with utility monopolies relies on using 
their power as a “special” customer to ask for a differ-
entiated, discounted rate.

offer similar subsidies to data centers, which will cost 
billions in foregone public revenue: Texas’s program, 
for example, could cost the state $1 billion in lost tax 
revenue in 2025 alone.77 

Good Jobs First has tracked over $6 billion in data 
center subsidies given to Amazon in the United 
States, including a recent $1 billion property tax ex-
emption in Oregon for a new data center in Morrow 
County78 and a $4.3 billion subsidy deal in St. Joseph 
County, Indiana. Other states are also passing legisla-
tion designed to unlock new energy sources and strip 
back consumer protection laws in a bid to court data 
center development.80

If states and localities refuse to offer desired incen-
tives, Big Tech companies routinely say that they’ll 
build elsewhere. Martin and Peskoe provide over a 
dozen examples from Big Tech companies and data 
center developers testifying in rate cases that utility 
prices are an important factor for determining where 
they will build data centers.81 Similarly, an investiga-
tion into Meta’s decision to build a $10 billion data 
center campus in Louisiana reveals the project was 
a “non-starter” unless Louisiana provided a sales tax 
exemption on servers and equipment.82 But this might 
not always be true: As the Microsoft executive respon-
sible for data center selection stated in the New York 
Times, “I can’t think of a site selection or placement 
decision that was decided on a set of tax incentives.”83 
Relatively few states offer ideal sites for building data 
centers due to cost, climate, and the risk of natural 
disasters. This gives states and localities much more 
bargaining power than they are leveraging, causing 
them to lose out on significant tax revenue whenever 
they bow to corporate pressure to strike deals. 

Fifth, and finally, Big Tech firms lobby to block mea-
sures designed to protect consumers in state legis-
latures. For example, in January 2025, a bipartisan 
group of Virginia lawmakers proposed multiple bills to 
enshrine baseline protections for citizens, including 



Big Tech is still the most influential stakeholder in shaping  
the AI market, even as new entrants emerge. Why?

Many AI products don’t, on their face, involve traditional Big 
Tech companies such as Google and Amazon. This is certainly 
true in the workplace, where hundreds of “little tech” products 
affect white-collar and low-wage workers alike across the entire 
labor supply chain.90 Hubstaff, for example, tracks workers’ time 
and productivity, and Appriss Secure algorithmically predicts 
“employee fraud” and tracks workers for their “sales-reducing 
activities.”91 It is also true for government services: The breadth 
of government contracting with technology companies and 
no-name vendors is staggering. California awarded nearly $236 
million in contracts to five private vendors (including consulting 
agencies) to overhaul their unemployment system, including De-
loitte, Maximus, Thomson Reuters, ID.me, and Salesforce.92 Lesser 
known tech companies like Sagitec, Catalis UI Solutions, and 
Ifosys LaborForce also play major roles in government benefits 
contracts.93 Law enforcement agencies are also major purchasers 
of technology products from companies like Clearview AI, Palantir, 
and SoundThinking (formerly ShotSpotter), which are used to 
surveil individuals and build troubling predictive policing tools.94

So how and where does Big Tech’s influence shape in this  
ecosystem?

Cloud lock-in: For one, many of these companies run on Big Tech 
cloud services, which directly rolls them back up to Big Tech 
firms; they’re vertically integrated across the compute supply 
chain in ways that enable them to absorb or out-compete smaller 
players.95 Sagitec, for instance, runs on Microsoft Azure,96 while 
Catalis and Palantir run on AWS.97 Infosys runs on Salesforce. 
Deloitte has a strategic partnership with Google Cloud.99 This 
means that any use of these platforms directly benefits hyperscal-
er companies.

But that dependency might be dismissed on the grounds that it’s 
like suggesting that a small business supports utility monopolies 
because they use electricity. However, smaller AI companies are 
not just running on the cloud; they are locked into  
the cloud. One way Big Tech companies maintain AI ecosystem 
dependencies is to ensure future partner rollouts are routed 
through their cloud, meaning the strategic partnerships  
between small tech companies and their cloud providers  
bear fruit for cloud companies beyond running the existing 
technology. 

Trend toward market consolidation: If you look at the landscape 
of smaller tech vendors of even a few years ago, many of these 
companies positioned themselves as data analytics platforms 
developing their own machine learning models, then fine-tun-
ing them with partner data. As the AI industry overwhelmingly 
attempts to push centralized, large-scale LLM systems trained 
on the entire internet onto institutions—undergirded by claims 
of more productivity, more economic efficiency, and stronger 
accuracy measures—we are likely to see cloud companies push 
their own AI models onto partners, government contractors, and 
workplaces because, quite simply, it is the easiest thing to do. 
Cloud service providers do their best to make their ecosystem en-
vironments as sticky and hard to leave as possible.100 Therefore, it 
is substantially easier for Deloitte to roll Google’s Gemini AI model 
into their government contracts if Deloitte is already locked into 
Google as a cloud service provider, ensuring that Google’s future 
AI technology is implemented due to its incumbent status. As 
these enterprise AI products are deployed in more governments 
and workplaces around the world, Big Tech is in the best posi-
tion to capitalize on the generative AI push, consolidating and 
entrenching its market position.

Defining funding lines: Beyond cloud contingencies, Big Tech 
still defines funding lines, which helps its vision for the space to 
dominate. In 2023, Big Tech companies outspent venture capital 
firms to invest in generative AI startups, with Big Tech invest-
ments capturing two-thirds of all generative AI investment.101 
Now, venture capital is realigning toward AI startups targeting 
customers with deep pockets, governments eager to cut costs, or 
businesses eager to drive profits. For example, Anduril, a defense 
tech company, is expected to raise billions of dollars in 2025 
selling defense contracts to the US government. Thus, the most 
direct pathway to profit in a market where the business proposi-
tion remains uncertain for most of the smaller tech companies 
remains acquisition by Big Tech firms, and venture capital firms 
are pushing regulatory policies that make merger review easier.103 
Big Tech firms, in an attempt to evade antitrust scrutiny, have also 
taken to more creative forms of acquisition, like “acqui-hires” that 
take the company’s employees, but not the company itself.104 In 
this way, too, Big Tech still dominates and shapes the smaller tech 
ecosystem.
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Amid the excitement over AI’s (speculative, hypo-
thetical) potential, we have lost sight of the sobering 
reality of its present and recent past. AI is already 
intermediating critical social infrastructures, materi-
ally reshaping our institutions in ways that ratchet up 
inequality and concentrate power in the hands of the 
already powerful. It is consistently deployed in ways 
that make everyday people’s lives, material conditions, 
and access to opportunities worse. 

In this section, we describe how the tech industry has 
sought to reshape society to enable more widespread 
deployment of the technologies it builds and profits 
from, often contributing to the degradation of our 
social, political, and economic lives. Drawing on exam-
ples from several sectors where AI experimentation 
is well underway—including education, agriculture, 
immigration, healthcare, and government services1—
we interrogate what happens when our institutions 
face immense pressure to adopt AI technologies full 
steam, in spite of persuasive arguments against doing 
so. Drawing from these domains, we align on five key 
takeaways:

1. AI’s benefits are overstated and underproven.

2. AI-sized solutions to entrenched social prob-
lems displace grounded expertise.

3. AI solutionism obscures systemic issues facing 
our economy, often acting as a conduit for de-
ploying austerity mandates by another name.

4. The productivity myth obscures a foundational 
truth: The benefits of AI accrue to companies, 
not to workers or the public at large.

5. AI use is frequently coercive, violating rights 
and undermining due process.

 
 
 

1. AI’S BENEFITS ARE 
OVERSTATED AND 

UNDERPROVEN

Zealous claims that AI technologies will have trans-
formative effects on particular sectors, and society at 
large, are circulated by AI developers as nearly incon-
trovertible. Take, for example, the assertions that AI 
will rewrite the scientific process,2 transform logistics 
and supply chain management,3 democratize access 
to education,4 lead to more sustainable farming prac-
tices,5 and even feed the world.6 

But given the profound societal transformations 
required to make AI systems work—from rewiring our 
energy infrastructures, to restructuring our public 
institutions, to investing unprecedented amounts of 
capital—we need more than hypotheticals and breezy 
claims about “curing cancer” and future economic 
growth. We need evidence of tangible, material bene-
fits that match not only the scale of the hype, but also 
the level of access and penetration that AI firms are 
demanding. If Big Tech wants everyone to be using AI, 
then AI should benefit everyone.

While the science that reveals AI harms is robust,18 
the evidentiary base that supports its asserted ben-
efits is decidedly thin. In fact, most peer-reviewed, 
rigorous research indicates that in many cases AI 
systems fail profoundly at even basic tasks.19



“Curing Cancer” as the End to Justify All Means

Recently, leaders in AI and Big Tech began to claim that AI has 
the potential to cure cancer. Anthropic CEO Dario Amodei esti-
mates we will eliminate most cancers in the next five to ten years 
because of AGI. OpenAI CEO Sam Altman repeatedly rests on the 
example, stating in a recent viral interview that he suspects some-
day in the future a scientist will be able to ask an AI to cure cancer 
and, after a few weeks, it will.8 Google DeepMind CEO Demis Hass-
abis stated in a recent 60 Minutes interview that AI might help 
cure all diseases within the next decade.9 The logic behind this? 
Once we reach the nebulous milestone of AGI, AI technologies will 
surpass human intelligence to such a point that AI will be able to 
speed up the scientific research process, condense decades of 
scientific research into a few years, and autonomously develop a 
cure for cancer.

These claims are obviously overstated. Research medicine is 
incredibly complex, and any “cure” for cancer would, at the very 
least, require significant clinical testing—potentially for years—
before it is safe and effective enough for widespread use. Never-
theless, if you widen the lens enough to focus on all of the differ-
ent applications of AI technologies to cancer research, the broad 
premise that AI could meaningfully aid the development of cancer 
research is indisputable. Deep-learning architectures have already 
had success in computer vision tasks like image classification, 
which has led to advancements in cancer screening, detection, 
and diagnosis;10 and machine learning algorithms can also bolster 
a method of fighting rare diseases called drug repurposing that 
allows scientists to search through existing medicines and rework 
them as treatments for rare conditions.11 (It is worth nothing that 
the technologies that have been the most successful in improving 
scientific research and patient care do not use large language 
models, chatbots, or predictive generative AI tools—the technolo-
gies that have come to represent “AI” in the recent post-ChatGPT 
hype cycle.)

What is disputable is the premise that these scientific break-
throughs—or the speculative future cure for cancer achieved via 
AGI—requires the unrestrained growth of AI industry hyperscal-
ers. But this is precisely the link these corporate leaders are trying 
to make. 

Nowhere is this clearer than in Google’s recent policy recommen-
dations for the Trump Administration’s AI Action Plan, a document 
that begins with AI’s potential to “revolutionize healthcare” and 
ends with a sweeping deregulatory agenda to “supercharge U.S. 
AI development,” complete with recommendations to federally 
preempt state AI laws, unlock energy to fuel US data centers, 

and accelerate government AI adoption as a matter of national 
security.12 Anthropic’s policy proposal for the AI Action Plan refers 
back to Dario Amodei’s prediction of ending cancer in five years 
to recommend scaling energy infrastructure and accelerating 
government AI adoption.13 

As we discussed in Chapter 1.1, there is little evidence that AGI is 
“around the corner.” But even if AGI is successfully developed, it 
will still require significant human intervention to make whatever 
“cure” the program suggests a reality. Oracle CEO Larry Ellison ac-
knowledged this when he suggested that Oracle is using OpenAI’s 
tools to create a cancer vaccine if they can crack early detection 
via blood tests, gene sequencing of tumors, vaccine design, and 
robots that can make an mRNA vaccine in forty-eight hours—“if” 
being the operative word.14 

The irony, of course, is that the kinds of research and medical 
advances that Ellison admitted Oracle would need to successfully 
cure cancer are being decimated by the types of policy that he 
was celebrating. The Trump Administration is actively cutting 
federal funding for critical scientific research, especially at public 
labs and research institutions—including a proposed $4 billion 
cut to the National Institutes of Health, whose leading category of 
study is cancer research.15 The administration is also threatening 
to freeze billions of dollars in federal funding to research universi-
ties, many of which are working on first-in-class cancer therapies 
benefiting thousands of patients.16 And this is to say nothing of 
what is likely to happen if a company like Oracle actually creates 
the hypothetical robot-produced cancer vaccine: Look no further 
than the rollout of the COVID-19 vaccine, which allowed private 
companies to hide behind patents and secrecy laws to deny distri-
bution to countries in the Global South.17
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Flaws in Large-Scale AI Are Features, Not Bugs

In the past few years, a growing chorus of technical researchers 
has been sounding the alarm on the persistence of accuracy, pri-
vacy, and security-related challenges with large AI models. Worse, 
the challenges seem to be proportional to the size of the model: 
The larger and more general the AI model, the more resistant to 
mitigation these concerns become. 

Leaky AI 

Leakage occurs when information is fed to a model during 
training that can later be accessed and extracted. Put simply, AI 
models routinely “memorize” the data they were trained on and 
it is fairly simple for such data to be extracted by adversaries, or 
accidentally regurgitated as well. This means that highly sensitive 
data can be leaked, from personal health data to military infor-
mation. While techniques in a field known as adversarial machine 
learning are fast evolving to find ways of mitigating these con-
cerns, currently, “attackers are winning against the defenders by a 
comfortable margin.”20 Other interventions, like differential priva-
cy, don’t work against models that are trained on extremely large, 
diffuse datasets scraped off the internet—including off-the-shelf 
LLMs that form the foundation for many AI applications—making 
all of these models vulnerable to attack. However, although indi-
vidual researchers at some industry labs have been vocal about 
these challenges, for the most part industry has downplayed 
these concerns: OpenAI, for example, declares that “memoriza-
tion is a rare failure of the learning process,” mischaracterizing an 
inherent vulnerability as a rare accident.21

Security: Generative AI Introduces Novel and Unresolved Attack 
Vectors

LLMs and other generative AI models have inherent vulnerabil-
ities that expand attack vectors adversaries can use to exploit 
AI systems and infrastructure. Such expanded vectors of attack 
include theoretical and practical demonstrations of “jailbreaks” 
and adversarial attacks that create inputs to manipulate a model 
to intentionally produce erroneous outputs or subvert its safety 
filters and restrictions.22 Other new and undetectable attack vec-
tors include poisoning web-scale training datasets and “sleeper 
agents” within generative AI models, which may help subvert 
models and ultimately compromise their outputs. While research-
ers have produced several approaches that attempt to address 
these challenges, these have not been successful23 because, as 
research has persistently shown, it is always possible to construct 
attacks that are transferable across all existing foundation mod-
els.24 As a result, any fine-tuning or guardrails introduced as a way 

to enable accurate military performance or security protections 
could be bypassed. Limitations in combating these novel attack 
vectors also arise due to the lack of traceability of human labor 
and unknown data sources across the supply chain of generative 
AI models.

Hallucinations: Large-Scale AI Can’t Not Make Stuff Up25

AI chatbots and other forms of generative AI are notorious for 
producing “hallucinations,” or incorrect information presented as 
facts, and to do so confidently, without providing any context that 
could help a user ascertain what is fact and what is speculation.27 
For example, OpenAI’s Whisper audio transcription tool—used by 
doctors in patient consultations—often invents entire passages of 
text during moments of silence.28 

Perhaps more aptly described as confabulations or misinforma-
tion, hallucinations are core to the fundamentals of generative 
AI.29 The LLMs powering AI chatbots, for example, are designed to 
answer queries by producing statistically likely responses based 
on patterns in enormous amounts of training data and human tes-
ter feedback. But because much of this information is collected 
from the internet, the LLMs’ training set is bound to contain false 
or imprecise information, leading chatbots to generate inaccurate 
responses to queries. LLMs are fundamentally non-deterministic, 
so “fixing” the training data would not cure the hallucination is-
sue. Researchers emphasize that even with perfect training data-
sets containing no inaccuracies, any generative AI model would 
still hallucinate,30 simply because it’s part of the design of LLMs 
to “play along” with prompts that include incorrect assumptions, 
even if those assumptions would lead to incorrect responses. Al-
though there are ways to reduce the rate of hallucinations, these 
methods are computationally expensive and involve other trade-
offs that AI companies are not poised to make, such as reducing a 
chatbot’s ability to generalize.31

Bias and Discrimination

Being trained on biased data causes AI tools to produce biased 
information,32 which can have enormous consequences for every-
day people. For example, AI tools are used extensively in HR re-
cruitment efforts33 despite research showing that these tools tend 
to exacerbate discrimination in hiring practices. A recent lawsuit 
filed by the American Civil Liberties Union, for example, involves 
a deaf Indigenous woman alleging employment discrimination 
because she was rejected for a seasonal position at Intuit based 
on her performance on the company’s AI video interview plat-
form.34 She had held seasonal roles at Intuit for years prior to the 
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interview and repeatedly received positive feedback and bonuses, 
but research shows that the type of technology underlying these 
AI interview systems consistently assigns lower scores to deaf and 
non-white applicants.35 Another study revealed that three popular 
LLM-based résumé screening tools significantly favor white and 
male candidates.36 

Racist and sexist outputs are based on racist and sexist inputs. 
That is, almost all large-scale AI tools are trained on massive 
datasets collected from websites like Reddit and 4chan, which 
undoubtedly contain discriminatory information: Audits have 
demonstrated the propensity for datasets to contain biased, 
discriminatory and hateful information scales along with the size 
of the model. Subsequent fine-tuning by human developers and 
their worldviews can also influence these models.38 And far from 
being solved, the issue will only be exacerbated over time; as 
these tools enhance their learning based on their own generated 
output, bias and discrimination on the basis of race, gender, and 
other identities will continue to be amplified.39, 40

Junk Science (Emotion Recognition) 

Substantial scientific evidence that AI systems are not capable 
of detecting emotions41 has not stopped AI companies from 
claiming that they are. For example, a large portion of OpenAI’s 
launch of GPT-4o last year was dedicated to showing off the new 
model’s supposed ability to pick up emotional cues through voice 
and vision perception capabilities.42 The launch also highlight-
ed the system’s apparent enhanced capacity to interpret facial 
expressions in photos and videos to determine a user’s emotional 
state.43 Even more recently, OpenAI claimed that the new GPT-4.5 
model has “improved emotional intelligence,”44 with Sam Altman 
likening ChatGPT interactions under this new model to “talking to 
a thoughtful person.”45 Unfortunately, there is little evidence that 
this is true.

Instead, research is rife with examples of failures by emotion-rec-
ognition tools. So-called emotion-detecting AI systems are gener-
ally trained by actors conveying specific expressions or vocaliza-
tions meant to stereotypically represent particular emotions—like 
smiling for “happiness.”46 This relatively simple training set 
caricatures emotional intelligence, “arguably one of the most 
complex features of humanity.”47 Emotion-detecting AI systems, 
on the other hand, are “by design dependent on the simplification 
of whatever it is we are defining as emotion in the dataset.” More-
over, experts warn that these systems are “founded on tenuous 
assumptions around the science of emotion that not only render it 
technologically deficient but also socially pernicious.”48

Luckily, some governments have recognized the dangers and 
dubiousness of emotion-recognition technology and have moved 
toward prohibiting it. The European Union’s new Artificial Intelli-
gence Act significantly restricts the use of emotion-recognition 
systems in the workplace, encompassing all systems that infer 
emotions from biometric data—including facial expressions, voice 
patterns, keystrokes, body postures, or movements.49 Even Micro-
soft decided to retire emotion-recognition technologies from its 
facial-recognition operations.50 But despite this policy consensus, 
the generative AI boom has revived interest in emotion-recogni-
tion tools, with OpenAI, Amazon, and Alibaba all releasing models 
that claim to have these capabilities.51
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Importantly, when AI systems fail, they don’t fail even-
ly across the population at large: In many instances, 
the risks or errors arising from untested and unproven 
technologies fall disproportionately on low-income 
communities, immigrants, and people of color. More 
than a decade of research has shown how algorithms 
encode bias, from predictive policing systems that 
replicate historical patterns of “dirty” policing;52 to 
algorithms used by insurers that disproportionately 
deny coverage to Black patients;53 to hiring systems 
that boost white, male candidates over others by 
replicating discriminatory employment practices such 
as “cultural matching.”54 Algorithmic discrimination 
is especially well-documented in the use of biomet-
ric systems like facial recognition, which have long 
struggled to maintain accuracy levels across gender 

presentations and for individuals with darker skin 
pigmentation.55 

The FTC’s 2024 case against Rite Aid offers an instruc-
tive example of how these failures can lead to direct 
harm: When Rite Aid used a flawed facial recognition 
system in its security cameras, it persistently flagged 
people of color as presenting security risks; in more 
than one instance, this resulted in bans on individuals 
from Rite Aid stores and the police being called in 
error.56 Moreover, Rite Aid had failed to properly train 
its staff in how to use the system—such training could 
have helped employees determine when the system 
failed. The company’s conduct was egregious enough 
that the FTC instituted a ban on Rite Aid’s ability to 
use this technology for five years.



In AI We Trust?

AI firms are taking a page from the Stephen Colbert playbook, using 
“truthiness”—assertions that carry the veneer of truth without an under-
lying basis in fact—to justify the rapid rollout of AI in profoundly sensitive 
domains. 

 � Overreliance on “white papers” in lieu of peer-reviewed research

 � Many AI Labs are using publication of non-peer-reviewed work 
through venues like ArXiv to circulate work that looks and 
sounds academic, but lacks methodological rigor and avoids 
peer review. This marks a change: It used to be common for 
researchers at corporate labs to participate in the peer-review 
process and publish at leading conferences and journals. Nev-
ertheless, claims asserted within industry-produced papers are 
uncritically recirculated in popular press and become canon.

 � Companies tend to circulate their own research as a PR tactic, 
leading to the mass circulation of unverified claims. 

 → Microsoft’s “Sparks of AGI” paper was circulated to bolster 
the narrative that large language models are exhibiting “ca-
pabilities” reflective of AGI.57 This obscured the significant 
ongoing debate in the AI community not only on what AGI 
means, but on the likelihood that it will be achieved.58

 → A recent Forbes article described a research study sug-
gesting that Nvidia’s AI bot outperforms nurses. However, 
the research study was conducted by Nvidia itself.59 

 → Salesforce, a company that sells AI agents, has published 
numerous press releases on its own research studies 
suggesting that 77 percent of students report they would 
use AI agents to help with school processes,60 90 per-
cent of constituents would like to see AI agents in public 
service,61 and AI agents can cut healthcare paperwork by 
30 percent—yet none of these studies were peer-reviewed, 
published in journals, or verified by third parties.62

 → On its education research resource page, Google links 
to a report suggesting AI’s potential to enhance student 
learning outcomes in the classroom. The report is authored 
by Pearson, an education technology company that sells 
AI-powered learning tools.63 

 

 

 

 � Flawed methods that boost assertions about model performance

 � Failure to use robust methodologies in machine learning re-
search has enabled false assertions about system performance 
to proliferate.64 Among other issues, many studies have been 
critiqued for failing to demonstrate construct validity—meaning 
that the test used to evaluate them is an accurate measure of 
the concept it’s intended to measure.65

 � In 2020, a team of researchers published a paper (cited more 
than nine hundred times) that claimed AI could be effectively 
used to diagnose COVID-19 via chest X-rays.66 Later, two scien-
tists at Kansas State found that the AI model was picking up 
on background artifacts—not clinically relevant features of the 
photos—making them “medically useless.”67 

 � Another meta-review conducted in 2021 examined sixty-two 
additional studies that attempted COVID-19 diagnosis using ma-
chine learning evaluation of chest X-rays, and found that meth-
odological flaws and underlying biases invalidated every single 
study reviewed, rendering their findings useless to clinicians.68

 � Self-dealing in the development and use of benchmarks 

 � The absence of independent and robust evaluation metrics for 
foundation models is a persistent barrier to implementing more 
robust validation requirements for these systems.69 This is a 
hard problem on its own: The benchmarks being used currently 
are drifting away from evaluating actual model capabilities,70 
leading to gaming of the system;71 and the increased generality 
of large-scale models makes them harder to measure.72

 � In the absence of independent, widely agreed-on benchmarks 
for measuring key attributes such as accuracy, companies are 
inventing their own, and, in some cases, selling both the product 
and platforms for benchmark validation to the same customer.

 � For example, Scale AI holds contracts worth hundreds of 
millions of dollars with the Pentagon to produce AI models for 
military deployment73—including a contract for $20 million for 
the platform that will be used to assess the accuracy of AI mod-
els for defense agencies.74

 � The use of overgeneralized benchmarks is particularly problem-
atic when AI technologies are implemented in areas with widely 
differentiated thresholds—what might pass muster for accuracy 
in a behavioral marketing setting, for example, won’t translate 
well into a setting with life-or-death stakes, as in healthcare or 
warfare.75
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Many educators remember the failures from the last 
technological solution craze, massive open online 
courses (MOOCs), which promised to democratize ac-
cess to education by providing free online courses to 
thousands of students online. Universities downsized 
their departments and invested in technological and 
physical infrastructure to make online videos. “Now 
MOOCs have faded from glory,” writes Tressie McMil-
lan Cottom, “but in most cases, the experts haven’t 
returned.”78

Instead, AI initiatives have taken their place in the 
next cycle of technosolutionism: OpenAI’s ChatGPT 
Edu initiative provides US universities with access to a 
suite of tools designed to “bring AI to their campuses 
at scale.”79 OpenAI recently partnered with the gov-
ernment of Estonia to bring ChatGPT Edu to all high 
schools in the country.80 The Trump Administration 
issued an executive order encouraging the adop-
tion of AI into K–12 education through public-private 
partnerships, with the goal to train students in AI 
and incorporate AI into teaching-related tasks from 
training to evaluation.81 California State University, the 
largest public four-year university in the US, recently 
announced a $16 million deal with OpenAI, Google, 
Microsoft, Nvidia, and others to create an “AI-em-
powered higher education system.”82 In some cases, 
schools are shifting entirely to an AI-centered learning 
model: Alpha School markets itself as an “AI-powered 
private school” where kids can meet with an AI tutor 
to “crush academics in two hours” and then use the 
remaining time to “pursue their life passions.”83 

Los Angeles Unified School District, the second 
largest in the United States, conducted a disastrous 
experiment with an AI chatbot, “Ed,” from AllHere, a 
company that quickly imploded after it was revealed 
that it compromised sensitive student data, including 
special-education and student-discipline informa-
tion.84 Sometimes AI is being added quietly in the 
background, such as through integrations into Can-

 
 
 

2. AI-SIZED 
SOLUTIONS TO 

ENTRENCHED SOCIAL 
PROBLEMS DISPLACE 

GROUNDED EXPERTISE

 
The tech industry has long been prone to technosolu-
tionism, insisting that technical expertise is substitut-
able for other forms of expertise and can offer quicker 
or more scalable solutions.76 But what’s different 
about the current wave of AI hype is that the industry 
is now seeking to reframe social problems—down to 
their root causes—in order to assert AI as the univer-
sal fix. This has the effect of undermining the author-
ity of trained professionals who come from these 
fields. 

In education, technosolutionism takes various forms: 
farming out educational activities from plagiarism 
detection, to assessment, to grading; implementing 
technologies that have persistently been shown to 
lead to worse education outcomes and poorer teach-
ing conditions; and degrading public perception of 
education and devaluation of educational workers’ 
labor.77 In the effort to minimize costs, university 
administrators adopting these tools marginalize the 
professionals who are at the center of the educational 
endeavor. This pattern can be observed across indus-
tries.
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use in its schools.87 Despite the state grant program’s 
requirement to engage parents, teachers, students, 
and the school community, the decision to purchase 
the system was taken at a sparsely attended school 
board meeting in late summer.88 The teachers’ union 
president would eventually say they were not even 
consulted on the decision.89 

Allegedly purchased to “prevent school shootings,” 
Lockport’s system consisted of a “red list” of individu-
als barred from the school campuses, including local 
registered sex offenders and suspended students.90 
Instead of using teachers and counselors to help stu-
dents in crisis, the district turned to technology that 
lacked the ability to prevent, or even detect, a school 
shooting.91 Community organizing, litigation, and leg-
islative advocacy was ultimately able to defeat Lock-
port’s system—but, absent federal regulation, other 
school districts have persisted in obtaining facial-rec-
ognition systems.92

In addition to hard security, schools have also turned 
to online surveillance systems, a practice that start-
ed during the pandemic. One system in particular, 
GoGuardian, infiltrated large school districts across 
the US, including New York City Public Schools.93 
Under the guise of preventing student self-harm, 
GoGuardian allowed teachers and administrators 
unfettered access to student devices, with the ability 
to view Google searches, remotely activate webcams, 
perform web filtering, and close tabs.94 GoGuardian 
claims it has thwarted more than 18,000 attempts at 
self-harm, citing its own system as the source for this 
statistic.95 

Those with clear on-the-ground expertise are rarely 
included in decision-making about where and under 
what conditions AI is deployed. For example, educa-
tors Martha Fay Burtis and Jesse Stommel detail a 
technology adoption process at their regional public 
university. The educators were invited to participate 
in meetings with a new technology vendor, EAB (the 

vas (the learning management system used by many 
university systems).

Schools and school districts end up cutting jobs—of-
ten through failure to renew contracts with term em-
ployees, which don’t show up in statistical accounting 
on layoffs—in order to spend millions of dollars on 
technologies that ultimately fail to deliver on their 
promises, leaving frustrated students and educators 
in their wake. 

This recent push to integrate large-scale AI systems 
into schools is particularly nefarious because it 
threatens to undermine the purpose of education, 
trading the time-consuming process of learning for 
“efficiency.” As Professors Sonja Drimmer and Chris-
topher J. Nygren write in How We Are Not Using AI in 
the Classroom, large-scale AI systems like LLMs are 
good at pattern recognition and token prediction, but 
not at learning.85 Drimmer and Nygren argue that a 
fundamental disjuncture exists between what LLMs 
are trained to do—predict what is most likely to come 
next—and what educators train students to do: find 
details that diverge from the baseline, imagine alter-
natives, and foster the capacity to “think well, read 
well, listen well, and look well.” For Drimmer and 
Nygren, learning is as much about the process of 
learning—equal parts lived, institutional, and natural 
human instinct—as it is about the outcomes. “The 
power of learning to write is not the written product 
itself but the process of learning to write. Ultimately, 
AI short circuits that process and in so doing breach-
es the entire educational contract.”86

The adoption of facial-recognition systems in schools 
not only heralds the replacement of teachers and 
counselors with AI-enabled cameras, but also de-
prives teachers of the agency to decide how to im-
prove safety in their school communities. In 2018, 
the Lockport City School District in upstate New 
York procured $4 million in state grant funding and 
purchased a facial-recognition technology system to 
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vestments in adequate personal protective equipment 
(PPE)—or disrupt the underlying profit motives.

Nevertheless, even as hospital workers grapple with 
unsustainable working conditions, hospitals continue 
to invest money and resources into AI technologies. In 
2023, the Permanente Medical Group, a division of US 
healthcare giant Kaiser Permanente, signed a large-
scale partnership agreement with Nabla, an AI tran-
scription company, at the same time that Kaiser faced 
the largest healthcare worker strike in US history due 
to understaffing, burnout, and low wages.99 

There are parallels here to the labor crisis facing 
the agricultural industry, which is widely viewed as 
one of the most dangerous lines of work because 
of high rates of injury, pesticide exposure, high heat 
conditions, and lack of sun protection.100 It should 
come as no surprise that workers are not eager to 
join an industry with a legacy of racism,101 long hours 
of back-breaking labor, and criminally low wages. 
Farmworkers have some of the lowest annual family 
incomes in the United States and are categorical-
ly excluded from the National Labor Relations Act 
of 1935, which provides workers with critical labor 
protections like the right to organize.102 State-level 
regulations to protect farmworker organizing are also 
being undone by the Supreme Court.103 On top of 
this, many farmworkers are affected by immigration 
status, and fear deportation if they raise any concerns 
about their negative working conditions. Yet, agritech 
startups are targeting small farms with AI-powered 
robotics that will purportedly resolve labor shortag-
es.104 Stout, the producer of a smart cultivator used 
in fields across the country, is marketed as a solution 
to reduce the reliance on “costly and scarce manual 
labor.”105

former Education Advisory Board), believing their role 
was to offer insight and expertise around tech use in 
the classroom and beyond. Instead, they discovered 
that “the choice about adopting this platform had 
already been made, and there was little opportunity 
to engage meaningfully with EAB’s representatives 
about the misalignments we observed.”96 In most 
cases in higher ed, as well as in K–12, administrators 
negotiate most corporate educational technology 
vendor contracts without any involvement from fac-
ulty members, students, or parents and little, if any, 
accountability to those core constituents. Britt Paris 
and colleagues found that across higher education, 
university administrators adopt unproven and un-
tested corporate educational technologies for vast 
sums of money to supplant existing technologies run 
by university technology services. Those corporate 
technologies were once touted as data-driven tech-
nologies, and now increasingly incorporate LLMs 
and AI into their technological infrastructure, as with 
Canvas’s Khanmigo, which uses GPT-4.97

Outside of education, labor shortages are used as a 
justification for AI deployment. But many so-called 
“labor shortages” are the product of poor working 
conditions, inadequate pay, and institutional failures—
none of which will be solved by AI. When it comes to 
nursing, for example, hospitals have trouble staffing 
nurses not because of a nursing labor shortage, but 
because of the failure of hospital boards and adminis-
trators to implement critical health and safety protec-
tions. National Nurses United has stated clearly that 
there is no shortage of nursing professionals in the 
field. “Simply put,” they write, “there is a failure by 
hospital industry executives to put nurses and the pa-
tients they care for above corporate profits.”98 Large 
technology investments designed to replace nurses 
do nothing to meaningfully address the root causes 
of problems—such as federal minimum standards to 
support strong nurse-to-patient staffing ratios or in-
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vetting “introduces a dangerous vulnerability, poten-
tially exposing immigrants to the risk of erroneous 
legal advice, unjust outcomes, and exploitation.”110 
These effects are not just individual, either. “The 
consequences of such negligence or malpractice can 
extend far beyond individual cases,” Semotiuk contin-
ues, “impacting entire communities and perpetuating 
systemic injustices if digital inaccuracy distorts the 
legal domain.”

Quick-Fix Solutionism 
Undermines Structural 

Interventions

In the rush to implement quick-fix AI solutions, ad-
ministrators are displacing the long-term structural 
interventions needed to improve educational out-
comes. This was perhaps most clear in the education 
sector during the COVID-19 pandemic, when school 
districts rushed to adopt faulty computer-monitoring 
software rife with potential privacy concerns rather 
than address students’ needs. As educators Martha 
Burtis and Jesse Stommel write: “Frankly, it’s insulting 
when institutions throw money at corporate edtech 
when so many of their most marginalized students 
are struggling, faculty/staff have been furloughed, 
public funding has been decimated, and the work of 
teaching has been made altogether precarious.”106 
The American Association of University Professors, 
the union for professors, is developing a labor strate-
gy for higher education workers addressing how AI is 
affecting their workplaces.107

In the educational sector, the jump to implementing 
technological solutions serves to divert funding and 
attention away from the kinds of investments that are 
most meaningful to students, like smaller classroom 
sizes and good facilities. Simultaneously, it functions 
to fuel the conditions that further justify the disman-
tling of public education, in the name of “AI teachers.”108 

The same can be said for the legal system, where 
funding is diverted away from meaningful measures 
to provide affordable and accessible legal services 
and into AI tool development designed to “hack” law-
yering.109 Andy J. Semotiuk writes about how immi-
gration attorneys’ reliance on AI tools without proper 

 
Epic’s Sepsis Model 

Failure: A Case Study in 
Technosolutionism

In 2017, Epic, the leading technology company for elec-
tronic medical records, released an AI tool designed to 
predict sepsis, a deadly condition that develops in response 
to infection. The algorithm was designed to predict which 
patients were at risk for developing sepsis so that health-
care professionals could act quickly to prevent onset. Epic 
advertised that its algorithm was accurate 80 percent of 
the time. Without verifying this claim—and without any 
regulatory oversight or approval—hundreds of hospitals 
implemented the algorithm.111 (The model was included 
as part of Epic’s “honor roll” incentive program, which 
provides hundreds of thousands of dollars to hospitals that 
implement Epic’s technology.)112

Yet when researchers at the University of Michigan evaluat-
ed Epic’s model in Michigan’s healthcare system years later, 
they found that the model was accurate only 63 percent of 
the time. The model also routinely identified false alarms, 
drawing doctors away from patients with other, high-risk 
medical conditions.113 Washington University reported sim-
ilar accuracy rates.114 Epic disputed the research and find-
ings. But after lengthy investigations from STAT, a leading 
medical publication, into Epic’s models—including Epic’s 
lack of model transparency—Epic rereleased its model, 
overhauling the model’s data variables and definitions and 
providing lengthy updated guidance on implementation.116
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ingly, the AI systems applied to low-income people 
almost never improve access to benefits or other 
opportunities.”118

Numerous historical examples reveal where this 
playbook leads: the widespread disenfranchisement 
of the public and costly litigation for the government 
agencies deploying AI services. Importantly, AI tools 
have not improved in their capabilities; if anything, the 
flaws in foundation models make them even worse:

 � Over a decade ago, Michigan spent $47 million 
to develop an automated fraud-detection system 
intended to identify benefit fraud in the state.119 
After accusing over sixty thousand residents 
of fraud, it was revealed that 70 percent of the 
system’s determinations were incorrect. Similar 
errors concerning Medicaid eligibility occurred 
in Indiana, Arkansas, Idaho, and Oregon.120

 � In 2013, the Dutch government implemented an 
algorithmic system to identify potentially fraud-
ulent claims for child care benefits. The system 
considered an applicant’s nationality as one of 
its risk factors, and non-Dutch nationals were 
often assigned higher risk scores compared to 
Dutch nationals. Years of reliance on this algo-
rithm resulted in false determinations of fraud 
for tens of thousands of people, many of whom 
were low-income and subjected to rescinded 
benefits or harsh penalties.121 

 � Since 2016, Allegheny County in Pennsylvania 
relies on a predictive risk model to supplement 
the abilities of its human intake screeners to 
identify possible instances of child abuse and 
neglect. The model computes risk scores using 
indicators like call frequency and data obtained 
from public agencies. Consequently, children 
in families that are more likely to be surveilled 
by mandated reporters or community mem-

 
 
 

3. AI SOLUTIONISM 
OBSCURES SYSTEMIC 
ISSUES FACING OUR 
ECONOMY—OFTEN 

ACTING AS A CONDUIT 
FOR DEPLOYING 

AUSTERITY MANDATES 
BY ANOTHER NAME 

 
Whether or not AI technologies live up to the hype 
may not even matter to the actors most invested in 
their rollout: AI solutionism is used to obscure system-
ic issues facing our economy, acting as a justification 
for austerity by another name. A recent report by 
TechTonic Justice provides a comprehensive illustra-
tion of how AI is used to restrict the opportunities 
for low-income people, exposing them to AI deci-
sion-making that denies them access to resources 
and shapes their life chances, from Medicaid cover-
age denials, to how much renting an apartment will 
cost, to determinations about family separation by 
child welfare agencies.117 The report states:

“The alleged rationality and objectivity of the system 
allow the users of AI to justify harmful actions, like 
benefit cuts or law enforcement harassment of stu-
dents, or reinforce status quo power imbalances, such 
as that between employers and employees. Reveal-
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lic-policy problem that exists outside of AI. But the use 
of AI both exacerbates the underlying problem—by 
making it easy for landlords to wrongly deny access to 
housing to potential tenants, and by keeping housing 
off the market in the hope of extracting higher rents—
and makes the problem more obscure to the public.

DOGE’s Power Grab

Nowhere is AI solutionism weaponized more than in 
the Department of Government Efficiency’s wholesale 
attack on the administrative state under the guise 
of government “efficiency.”125 AI is a central part of 
DOGE’s stated efforts to advance a broader austerity 
agenda by “modernizing” federal technology to “max-
imize government efficiency.” For example, DOGE 
officials have claimed that “AI” can be used to identi-
fy budget cuts, detect fraud and abuse,126 automate 
government tasks,127 and determine whether some-
one’s job is “mission critical”128—despite any tangi-
ble evidence that AI is capable of doing these tasks 
effectively, or at all.129 DOGE’s language around AI also 
perpetuates the false idea that “AI” is a coherent set 
of technologies able to meet complex social goals.130 

Whether DOGE is actually using AI, or whether AI can 
even do these functions at any level of acceptable 
technical performance, is beside the point. The invo-
cation of AI and its many “innovations” has enabled 
DOGE to effectuate a wholesale data and power grab, 
gaining unrestricted, “god-tier” access to data across 
federal agencies, centralizing government contracting 
databases, and bulldozing government technical infra-
structure to make them legible to AI systems and the 
tech companies that control them.

bers—intake workers receive calls about black 
or biracial families three and a half times more 
frequently compared to white families—or those 
that simply rely on public programs are likely to 
receive inaccurate scores.122

Unfortunately, we know of the examples above be-
cause individuals on the receiving end of an AI system 
were able to determine that they were wronged, and 
used the legal system—in combination with public 
pressure—to push for accountability. But more often 
we don’t know how AI is being used. 

AI is often deployed privately and surreptitiously, 
such as through the use of so-called “social scoring” 
systems that draw together disparate data sources 
to make determinations about access to resources, 
leaving those impacted by these systems without the 
necessary information to know and understand their 
effects. For example, an investigative report con-
ducted by The Markup and The New York Times into 
hundreds of federal lawsuits filed against companies 
deploying tenant-screening algorithms found that 
reports often contain glaring errors, resulting in qual-
ified individuals being denied housing without ever 
knowing an incorrect background report was respon-
sible—let alone having the opportunity to correct it.123

Or in other places, firms leverage the information 
asymmetries afforded by their dominant position in a 
market against consumers. The Department of Jus-
tice—joined by eight different states—filed a lawsuit 
in 2024 against RealPage, a private-equity-owned soft-
ware company that collects confidential information 
from landlords about rents and occupancy rates, and 
then uses an algorithm to suggest inflated rental rates 
to landlords on their platform. The lawsuit uncovered 
that over three million rental units use this pricing 
technology, which RealPage advertises to landlords 
as a way to increase prices above market rate.124 The 
absence of affordable housing is an entrenched pub-
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executive power and reshape the federal government 
to fit the ideological agenda of the Trump Adminis-
tration and its backers—some of whom own the tech 
companies that stand to benefit the most from both 
federal adoption of AI and the turn to austerity. 

The millions of Americans who rely on the Federal 
government to access critical and lifesaving services 
will feel the effects of DOGE’s brazen power grab 
most immediately. The havoc DOGE is wreaking—
whether through freezing funding, flagging individ-
uals for fraudulent activity, or eliminating staffing 
necessary to effectively deliver services—will inevita-
bly lead to services being denied, delayed, or inappro-
priately revoked. DOGE’s 12 percent cut of the Social 
Security Administration (SSA) workforce has already 
led to reports of website crashes, hold times of more 
than four hours, and delayed application timelines.138 
Current reports that DOGE is looking to migrate SSA’s 
computer systems in a matter of months is all but 
certain to lead to massive disruptions to over sixty-five 
million people receiving Social Security benefits.139

Tens of thousands of civil servants have already lost 
their jobs, pushed out of agencies ranging from Veter-
an Affairs, Health and Human Services, and the Con-
sumer Financial Protection Bureau. Others have been 
told their jobs could easily be replaced by AI. But they 
can’t be. AI is not designed to administer the federal 
government, nor is it capable of doing so.140 But when 
the AI systems introduced inevitably fail, DOGE has 
created the perfect vacuum for private companies to 
swoop in and clean up the mess. Writes Eryk Salvag-
gio: “By shifting government decisions to AI systems 
they must know are unsuitable, these tech elites avoid 
a political debate they would probably lose. Instead, 
they create a nationwide IT crisis that they alone can 
fix.”141 Workday CEO Carl Eschenbach has already 
called DOGE a “tremendous opportunity” to integrate 
his company’s portfolio of cloud and AI products 
(such as autonomous agents) into the government.142 

DOGE claims that it is making government more 
advanced and efficient, but there is incontrovertible 
evidence that DOGE is making the federal govern-
ment decidedly less efficient and less technologically 
adept. DOGE has put tens of thousands of expert civil 
servants out of their jobs and rendered the democrat-
ic process itself “waste” to be eliminated. It has shut 
down the office in the Social Security administration 
whose job it was to digitize signatures and promote 
cybersecurity enhancements,131 and a team of tech-
nologists within the General Services Administration 
whose job it was to maintain critical government dig-
ital services like Login.gov.132 DOGE has ambitions to 
cut the Agency for Healthcare Research and Quality 
(AHRQ), a research center designed to find efficien-
cies in healthcare quality research.133 The Department 
has sowed mass confusion and chaos, issuing unclear 
directives via email and costing the government tens 
of millions of dollars in wasted work hours.134 In some 
cases, DOGE has had to rehire workers it previously 
fired.135 

But while DOGE sets its sights on cutting critical 
agencies with negligible budgets (for example, the 
AHRQ makes up 0.2 percent of the government’s 
healthcare spending), it has failed to turn its AI sword 
on private tech companies—including Elon Musk’s 
suite of technology companies—that have received 
billions of dollars in federal contracts and counting.136 
The organization also claims it is reducing fraud, yet a 
substantial focus of its cuts has targeted agencies and 
departments wholly unrelated to fraud, such as can-
celing government leases for the U.S. Fish and Wildlife 
Services in Colorado, Montana, and North Dakota.137 

DOGE is riddled with these inconsistencies and hy-
pocrisies. But debating the merits of DOGE’s efforts to 
improve government efficiency requires acceptance 
of the premise that “efficiency” is DOGE’s goal. It is 
not. DOGE is a power grab by process, with AI solu-
tionism operating as a smoke screen to consolidate 
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Threatening to replace government administration 
with AI systems may demoralize federal workers and 
imperil millions of Americans’ livelihoods, but it’s fan-
tastic for business.

In order to centralize government systems, DOGE has 
been given unrestricted access to people’s sensitive, 
private, and personally identifying data. This includes 
people’s entire credit histories, social security benefits 
payments, and tax data.143 DOGE’s staff has also been 
given access to private market data—such as infor-
mation contained in confidential investigations and 
actions taken by enforcement agencies—meaning 
that access to data that is highly desirable to private 
companies is easily accessible to a team of staffers 
run by Musk, a private, unelected citizen whose own 
suite of companies directly competes with the compa-
nies targeted in these actions and investigations.

Some of the worst consequences of DOGE—especial-
ly for everyday people—will not be immediately obvi-
ous until it is too late. Decimating public research in-
frastructure, for example, will undermine researchers 
and institutions that otherwise would be working on 
potentially life-changing technological breakthroughs. 
Dismantling the regulatory state, including agencies 
like the Consumer Finance Protection Bureau tasked 
with protecting ordinary Americans from predation by 
private companies, means fewer people will receive 
financial redress from corporate wrongdoing. DOGE 
has already tapped a former Tesla engineer to be-
come the Chief Information Officer at the Department 
of Labor, the principal federal agency responsible for 
enforcing federal labor law, putting critical protections 
and material benefits like pensions at risk.144

 
MyCity: A Case Study in AI 

for Austerity

In New York City, Mayor Eric Adams campaigned on claims of mak-
ing the city government more efficient, promising to appoint an 
“efficiency czar” and develop a centralized technology portal called 
MyCity that would serve as a one-stop resource for New York City 
residents to access city services, apply for benefits, and access 
useful city information.145 But the realities of MyCity have been far 
more sobering. In their report MyCity, INC: A Case Against ‘Com-
pStat Urbanism,’ Cynthia Conti-Cook and Ed Vogel at Surveillance 
Resistance Lab articulate how MyCity embeds corporate technol-
ogy into public infrastructure in ways that undermine democratic 
governance and deploy austerity measures.146

Since 2023, New York City has partnered with Microsoft’s Azure AI 
to build and launch a “MyCity Chatbot” that has provided false—
sometimes criminal—information to people.147 For example, the 
chatbot told one user that it was legal to fire an employee if they 
file a sexual harassment complaint148 (It is not149). As of writing, 
the chatbot still warns users that it “may occasionally provide 
incomplete or inaccurate responses.” A chatbot that requires users 
to fact-check its answers doesn’t benefit anyone in the name of 
efficiencey—except Microsoft, the company on the receiving end 
of the government contract.

Crucially, when the city attempted to understand the data the chat-
bot was trained on, Microsoft claimed that the training data was 
“proprietary to the vendor,” evading any accountability and leaving 
government oversight committees in the dark.150 Meanwhile, 
MyCity was accompanied by a state-wide legislative effort to allow 
agencies to cross-share data that would otherwise be restricted for 
the purposes of providing government benefits or services, raising 
broad privacy concerns.151 

As of 2025, MyCity has spent over $100 million on private contracts 
with technology vendors—most of which are located outside of 
New York—with few benefits to show New Yorkers.152 Still, the city’s 
Chief Technology Officer hopes to expand MyCity and the faulty AI 
chatbot.153 Such a decision makes no sense, unless you consider 
that the goal of projects like MyCity may not, in fact, be to serve 
citizens but instead to incentivize and centralize access to citizen 
data; privatize and outsource government work; and entrench 
corporate power without meaningful accountability mechanisms—
another textbook example of AI serving as “double speak” for 
austerity.154
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4. THE PRODUCTIVITY 
MYTH OBSCURES 
A FOUNDATIONAL 

TRUTH: THE BENEFITS 
OF AI ACCRUE TO 

COMPANIES, NOT TO 
WORKERS OR THE 
PUBLIC AT LARGE

 
CEOs of AI companies have made assertions that the 
technology will lead to untold and transformative 
productivity growth. As OpenAI CEO Sam Altman said 
in an interview in June 2023: “I think the world will 
get way wealthier, we’ll have a productivity boom, and 
we will find a lot of new things to do. [...] We can cure 
all diseases, we can get everybody a great education, 
better health care, massively increase productivity, 
huge scientific discovery, all of these wonderful things 
and we want to make sure that people get that bene-
fit, and that benefit is distributed equitably.”155

But the reality is far from equitable. For Altman, as for 
other leaders in AI and Big Tech, “productivity” is a 
euphemism for the mutually beneficial economic re-
lationship between firms and their shareholders—not 
between firms and their workers. Not only are work-
ers not benefitting from productivity gains from AI but 
for many, their conditions only get worse. 

Instead of extending the gains to workers, AI is de-
valuing their labor, and making life more mundane 
and increasingly surveilled. These promises aren’t 
new: The idea that AI will lead to enhanced worker 
productivity has driven the deployment of algorithmic 
management techniques and “worker productivity” 
tools156 used across many sectors that rely on heavy 
surveillance of workers157—down to the micromove-
ments of some workers’ muscles—to set rates and 
shape working conditions using AI.158 For example, 
Amazon tracks warehouse workers down to the min-
ute using AI and can fire workers if they accumulate 
thirty minutes of “time off task” on three separate 
days within a year.159 Time off task includes using the 
restroom, helping a coworker move a heavy package, 
or taking a break to cool off or warm up, even when 
warehouse temperatures are extreme.160 Rather than 
address worker demands for improved conditions, 
Amazon announced plans to introduce “wellness 
chambers” into warehouses where workers could 
watch videos on relaxation.161

This relentless tracking has led to increased rates 
of workplace injuries. In late 2024, a Senate inves-
tigation found that Amazon’s algorithmically driven 
productivity quotas lead to significantly higher injury 
rates than the industry average and in non-Amazon 
warehouses.162 In fact, the report found that Amazon 
workers were almost twice as likely to be injured and 
that Amazon manipulated its workplace safety data to 
appear safer than it was.163 

Furthermore, the algorithmically determined rates at 
which workers are expected to perform never slow 
down; instead, work becomes “gamified,” with the 
next reward always just out of reach—and always to 
the benefit of the company. Amazon warehouse work-
ers report a cyclical approach where the rate set for 
them becomes unsustainable and they’re fired, only 
to be rehired at the bottom of the totem pole again 
with the wages reset accordingly. Amazon’s treat-



CHAPTER 3: CONSULTING THE RECORD

AI NOW 2025 LANDSCAPE REPORT 62

remained steady, average wages grew, and demand 
for workers increased.168 These gains were rolled back 
under Reagan-era policies that prioritized sharehold-
er interests, used trade threats to depress labor and 
regulatory standards,169 and weakened pro-worker 
and union policies, all of which enabled tech firms to 
amass market dominance and control over key re-
sources. The AI industry is a decisive product of this 
history.170 

The introduction of algorithmic wage discrimination 
is reflective of both the fissuring of work and sur-
veillance capitalism: Firms pay individual workers 
different wages for the same work based on algorith-
mic processing of numerous data points, including 
demand, location, or worker behavior.171 The lack of 
transparency into how wages are calculated leads 
to wage precarity, as workers cannot reliably predict 
how much they will make on a given day for the same 
work. Algorithmic wage setting only goes in one di-
rection for workers: down. Rideshare companies, for 
example, can coerce drivers into accepting low wages 
by threatening to send them to the back of lengthy 
queues or deactivate their account. 

It’s not only rideshare drivers who are affected: A 
recent Roosevelt Institute study by Katie J. Wells and 
Funda Ustek Spilda on on-demand nursing services 
showed that nurses on these platforms are forced to 
bid against one another for shifts, creating a “race to 
the bottom” for wages.172 Furthermore, of the eleven 
largest platform economy companies examined in 
Fairwork’s report on algorithmic management, only 
one ensured that workers on its platform meet the 
federal minimum wage requirements.173

Beyond wage exploitation, these platform economy 
companies are undermining corporate accountability 
at the expense of worker stability and well-being.174 
Fairwork maps these tactics—which include replacing 
management roles traditionally occupied by humans 
with chatbots; placing workers in sensitive settings, 

ment of its workers reflects the future embraced by 
AI-driven technology companies wherein automation 
technologies are integrated across the entire labor 
supply chain, with little regard for the human effects 
of automation. 

This is by design, so that companies can commodify 
labor into a product that can be automated and sold 
for profit, treating workers’ craft as disposable. This is 
why, regardless of the actual efficacy of AI technology, 
fears about displacement by AI are justified: Compa-
nies use the logic of AI’s “productivity gains” to justify 
the fissuring, automation, and, in some cases, the 
elimination of work. For example, in late 2024, fin-
tech company Klarna boasted that it used AI to drive 
company cost-savings by cutting its sales and mar-
keting teams, shifting to AI-powered engineering, and 
replacing its customer service teams with an OpenAI 
customer service chatbot that could “do the work of 
700 humans.”164 By 2025, the company had reduced 
its employee headcount by 38 percent. Klarna’s turn 
to AI is presumably driven by its plans to IPO and the 
hope that the cost savings will attract potential share-
holders and drive a higher opening price.

The logic that corporate productivity will inherently 
lead to shared prosperity is deeply flawed.165 In past 
eras when automation led to productivity gains and 
higher wages, it was not because of the technology’s 
inherent capabilities, but because corporate and reg-
ulatory policies were designed in tandem to support 
workers and curb corporate power.166 The boom in 
machine-tool automation around World War II is in-
structive: Despite fears of job loss, federal policies and 
a strengthened labor movement protected workers’ 
interests and demanded higher wages for workers 
operating new machinery.167 Corporations in turn in-
stituted policies to retain workers—like redistributing 
profits and providing training—to reduce turmoil and 
avert strikes. As a result, despite growing automation 
during this period, workers’ share of national income 
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such as nursing homes, without any supervision on 
site; failing to provide any phone number or contact 
information for workers to contact in the event of an 
emergency—and arbitrary deactivations, which cut 
workers off not only from their livelihood but from all 
information about their clients, workplaces, and work 
history without any meaningful avenue of redress. 
While many platforms have contracts stipulating that 
workers can be terminated for any reason, larger 
platform economies have taken this one step further: 
Instacart, an on-demand grocery delivery service, has 
joined a lawsuit against a Seattle law that requires 
companies to give fourteen-day notice of deactivation 
to workers based on reasonable policies—undermin-
ing labor protections for their own workers and other 
platform economy workers in the process.175 Con-
tracts also limit workers’ ability to bring legal claims 
against the platforms, with widespread use of liability 
clauses, class action waivers, and arbitration clauses.

These moves are a feature, not a bug, of plat-
form-economy business models. As Edward Ongweso 
Jr. writes: “For years, gig companies have pushed for 
mandatory arbitration because it is incredibly good at 
stymying class action lawsuits and legal precedents—
again, if your business model relies on skirting the 
law, regulatory arbitrage, and aggressive lobbying, 
you need to stop angry workers in deplorable condi-
tions from collectively demanding the right to earn a 
livable wage or be safe in the course of their work or 
get health insurance or other indications of dignified 
work.”176

 
 
 

 
AI Agents

The promise that AI Agents will automate rote tasks has 
become a focal point for product development: In a recent 
blog post, OpenAI founder Sam Altman said he believes 
that in 2025 the first AI agents will “join the workforce,” 
working autonomously in ways that replace human activi-
ties.177 OpenAI has also released Operator, an agent that it 
claims can be tasked to fill out forms, order groceries, and 
perform other browser-based tasks178 (though it has been 
largely unsuccessful so far),179 and Deep Research, which 
conducts literature reviews using web-based information;180 
Google has also released a tool called Deep Research that 
performs similar tasks,181 and Palantir is piloting a studio 
that enables its customers to build their own agents on top 
of its Ontology platform.182

But “agentic” AI introduces multiplying levels of risk. All 
of the flaws of LLMs are retained with these systems, yet 
they’re positioned to act more autonomously, with greater 
complexity, and in ways that render human oversight even 
more facile.183 As Signal President Meredith Whittaker has 
outlined, AI agents pose particular risks to user privacy, giv-
ing root access to private information in order for the agent 
to act autonomously: “There’s a profound issue with secu-
rity and privacy that is haunting this hype around agents, 
and that is ultimately threatening to break the blood-brain 
barrier between the application layer and the OS layer by 
conjoining all of these separate services [and] muddying 
their data,” she said.184

In order for these systems to “work,” organizations will 
have to change in some pretty fundamental ways: For one, 
AI agents require highly structured pools of data to work 
with.185 This means that companies using agents will have 
to “datify” their practices, taking their activities and ren-
dering them into discrete data objects on which AI systems 
can be trained.

To do this, organizations will need to become more bureau-
cratic and more surveillant—the opposite of the promises 
of greater autonomy typically associated with the tech 
industry.
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from a single application for immigration can amount 
to thousands of pages and include complex legal 
rulings and other documentation. As a result, immigra-
tion agencies housed under the Department of Home-
land Security have rapidly integrated AI technologies 
across a range of aspects of immigration enforcement, 
but with little-to-no meaningful oversight. And while 
DHS has published a set of principles regarding its re-
sponsible use of AI, immigration advocates have found 
that the agency routinely skirts those obligations.186 

For example, the United States Citizenship and Im-
migration Services (USCIS) uses predictive tools to 
automate the agency’s decision-making, like “Asylum 
Text Analytics,” which queries asylum and withholding 
applications to deem which applications are fraud-
ulent. These tools have demonstrated, among other 
flaws, high rates of misclassification when used on 
language from non-native English speakers.187 And 
the consequences of erroneous identification of fraud 
are significant: It can lead to deportation, lifelong 
bans from the United States, and imprisonment for 
up to ten years. Still, there is little-to-no transparency 
for those on whom these systems are used, no ability 
to opt out or seek remediation when they are used to 
make erroneous decisions, and—just as importantly—
little evidence that the tools’ effectiveness has been, 
or can be, improved. 

Immigration and Customs Enforcement (ICE) also 
uses predictive analytics and risk assessment to make 
determinations about detention and release: For 
example, a “hurricane score” is used by the agency to 
decide the terms of electronic surveillance based on 
predictions of how likely an individual is to “abscond,” 
or the level of “threat to the community” they face. A 
“risk calibration score” used to shape detention de-
cisions was set at multiple junctures by ICE so that it 
would not recommend release for anyone it was used 
on, leading the agency to be sued for violating due 
process rights under the Fifth Amendment in 2020.188 

 
 

5. AI USE IS 
FREQUENTLY 

COERCIVE, VIOLATING 
RIGHTS AND 

UNDERMINING DUE 
PROCESS

While the entry point to AI for many people is through 
systems like ChatGPT, more frequently we are inter-
acting with AI technologies used not by us but on us, 
which shape our access to resources in realms from 
finance to hiring to housing. But because these types 
of AI systems are typically used by powerful institu-
tional actors, they benefit from information asymme-
tries. And even more so than other types of technolo-
gies, it is the deployment of AI in these contexts that 
is especially and often coercive, offering little trans-
parency to those subject to these technologies and no 
meaningful ability to opt out. 

The rapid implementation of AI systems into critical 
social infrastructures thus raises imminent concerns 
about the violation of numerous rights and laws crit-
ical to realizing justice, freedom, and dignity, individ-
ually and collectively, including due process, privacy, 
and civil rights. This is nowhere more clear than the 
rise of AI usage in immigration enforcement, where 
human rights abuses are common and legal norms 
are routinely violated—even before AI is in the mix. 

Immigration enforcement requires a significant 
amount of data collection and processing: The files 
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which used Clearview to target Black Lives Matter 
protesters; and Customs and Border Protection (CBP), 
which uses a facial-recognition app to screen asylum 
seekers.196 

Despite the dubious legality and known flaws of many 
of these systems, the integration of AI into immigra-
tion enforcement seems only poised to escalate: 
Acting ICE Director Todd Lyons has expressed aspira-
tions for the agency to run deportations like “Amazon 
Prime for human beings,” and to use AI to “free up 
[detention] bed space” and “fill up airplanes.”197 DHS 
is also experimenting with facial recognition technolo-
gy to track migrant children—potentially from infan-
cy—and monitor them as they grow up.198 

The use of these tools provides a veneer of objectivity 
that masks not only outright racism and xenophobia, 
but also the steep political pressure on immigration 
agencies to restrict asylum, humanitarian relief, and 
other forms of immigration—pressures that predate 
the Trump administration but have sharply escalated 
since.199 As immigration experts at Just Futures put it, 
“regardless of how ‘accurate’ the AI program is at rec-
ommending detention and deportation, in the hands 
of immigration and policing agencies, the technology 
furthers a fundamentally violent mission of targeting 
communities for detention and deportation.”200

Moreover, AI allows federal agencies to conduct 
immigration enforcement in ways that are profoundly 
and increasingly opaque, making it even more diffi-
cult for those who may be falsely caught or accused 
to extricate themselves. Many of these tools are only 
known to the public because of legal filings, and are 
undisclosed in DHS’s AI inventory. But even once they 
are known, we still have very little information about 
how they are calibrated or what data they are trained 
on, which further diminishes the ability of individ-
uals to assert their due process rights. These tools 
also rely on invasive surveillance of the public, from 
the screening of social media posts; to use of facial 

A database Palantir has produced for ICE called 
Investigative Case Management (ICM) is used in the 
process of making these determinations, including 
deciding which people to target for arrest during 
immigration raids.189 ICM is a sprawling tool that en-
ables filtering and querying of a database containing 
hundreds of categories, including “unique physical 
characteristics,” “criminal affiliation,” “bankruptcy 
filings,” and “place of employment,” among others, 
enabling agents to build reports on targets.190 In 
2022, Palantir announced a five-year contract with 
the Department of Homeland Security worth $95.9 
million to maintain the system.191 It connects to other 
government databases including records of all peo-
ple admitted on a student visa, real-time maps of 
ICE’s location-tracking tools, and location data from 
license plate readers, among other sources of infor-
mation.192 A new contract Palantir announced with 
DHS would add on a new platform, ImmigrationOS, by 
September 2025 that would give ICE “near real-time 
visibility” on people self-deporting from the US,193 a 
“master database” that will purportedly integrate data 
from the Social Security Administration, the IRS, and 
Health and Human Services, including data obtained 
by DOGE teams without observing legal or procedural 
requirements.194

The federal government has also invested significant-
ly in facial-recognition technology—overwhelmingly 
used to surveil and track immigrants, asylum seekers, 
and activists—found to be biased and error-prone. For 
example, Clearview AI, a facial-recognition company 
that was created with the intention to deploy surveil-
lance technology against immigrants, people of color, 
and the political left, has received almost $4 million 
in contracts with ICE despite being sued in numerous 
states.195 Reporting from the US Government Ac-
countability Office shows that between April 2018 and 
March 2022, Clearview was used by more federal law 
enforcement agencies than any other private com-
pany–including by the US Postal Inspection Service, 
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recognition, aerial surveillance, and other monitoring 
techniques; to the purchase of bulk information about 
the public from data brokers like LexisNexis.201

Understanding the coercive nature of these systems 
is important for understanding how so many indi-
viduals who are not in violation of the law, and who 
in some cases are naturalized US citizens and green 
card holders, have been unlawfully detained by im-
migration authorities. Most concerningly, the opacity 
of AI systems helps prevent the remediation of these 
harms. But maybe that failure is part of the point. AI 
systems, even when faulty, act in the interest of en-
forcers who need to meet targets for deportation and 
arrest—whatever the means, whatever the cost. It’s all 
good for business.
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In the din of heated public debates about artificial 
intelligence, from speculative doomsday predictions 
to starry-eyed visions of an AI utopia, people on both 
sides of the argument tend to position society as an 
object of this “inevitable” transformation: We are all 
passive witnesses to this onward march of technolo-
gy, which we endow with almost divine agency.

But as we’ve argued carefully throughout this report, 
this is a fight about power, not progress. We need not 
reconcile ourselves to passive alarm, nor engage in 
heedless celebration of speculative futures: Instead, 
the path ahead requires reclaiming agency over the 
trajectory for AI. In order to build a movement toward 
a just and democratic society, we must contest how AI 
is used to avert it. Only when we do so can we seed a 
new path defined by autonomy, dignity, respect, and 
justice for all of us. 

Here, we offer a high-level road map of strategic 
levers and case studies to illuminate the opportunity 
before us. Some of these speak more directly to advo-
cacy campaigns and narrative strategy; others offer 
regulatory directions for reining in and rebalancing 
unaccountable power and rebalancing power:

 � Target how the AI industry works against the 
interests of everyday people

 � Advance worker organizing to protect the public 
and our institutions from AI-enabled capture

 � Enact a “zero-trust” policy agenda for AI 

 � Bridge networks of expertise, policy, and narra-
tive to strengthen AI advocacy

 � Reclaim a positive agenda for public-centered 
innovation without AI at the center

Let’s examine each of these in turn.

 
 
 

TARGET HOW 
THE AI INDUSTRY 
WORKS AGAINST 

THE INTERESTS OF 
EVERYDAY PEOPLE

After decades of mounting inequity, the foundations 
of a good life have been priced out of reach for most 
people to such an extent that, in the aftermath of the 
2024 election, there’s growing consensus across the 
ideological spectrum that focusing on the material 
conditions and economic interests of working people 
is key to building political power.1 While the Trump 
campaign was successful in moving a pro-working-
class message, this might in fact be the administra-
tion’s core vulnerability,2 given that much of the policy 
orientation of the administration so far has been 
successfully commanding loyalty from tech and finan-
cial elites. There is momentum and urgency around 
finding ways to drive a wedge through this hypocrisy. 
The road map we lay out in this section explores ways 
to ensure that the AI fight revolves around the tech 
industry’s amassing of power that profoundly affects 
the day-to-day lives of people—not around progress. 

That the AI industry is fundamentally incentivized 
to hurt the interests of working people and families 
appears not to be widely understood yet—partly 
because the most high-profile narratives around AI 
risk relate to issues of technically framed bias or 
existential risks, which are often disconnected from 
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reporting thoroughly documents the failure of DOGE 
to achieve its stated goals.4 While DOGE officials claim 
that “AI” can be used to identify budget cuts, detect 
fraud,5 automate government tasks,6 and determine 
whether someone’s job is “mission critical,”7 reporting 
has dismantled over and over again that both these 
teams and the technology they are using are not up 
to the task.8 And while it is still unclear exactly what 
DOGE employees are doing with the data they’ve 
gained access to, it is very clear that much of this data 
is highly lucrative and could be used to further Musk’s 
business interests—including where it is stored, and 
whether it is by being used to train AI models for 
Musk’s own companies.9

The outrage over DOGE offers an entry point not only 
to draw attention to the harm government agencies 
are creating with their use of AI, but also to make 
clear that DOGE’s work has never truly been about 
making our services more “efficient”—the goal has 
always been to dismantle government services and 
centralize power (see Chapter 3).10 Building cam-
paigns that connect the pushback against DOGE to 
the broader pattern of hollowing out social services 
in the name of AI-enabled “efficiency”’—from child 
services, to provision of housing, to access to health-
care—with partners like American Federal Govern-
ment Employees, Federal Unionists Network, and Fed-
eral Workers Against DOGE is a crucial starting point. 
Many of these partners have already made significant 
in-roads in helping the public understand and mobi-
lize around DOGE’s harm to workers; broadening the 
discussion to include how Musk is using AI to help the 
Trump Administration enact an austerity agenda that 
impoverishes and disenfranchises the working class, 
communities of color, the disabled, and those in rural 
communities could move the needle even further.11

people’s material realities. And the fact that AI exper-
tise largely circulates in elite and urban corridors only 
exacerbates the problem. As we’ve shown throughout 
this report, investment and interest in AI is not about 
supporting progress for the many, but about hoarding 
power for the few, and doing so by any means avail-
able: asymmetric control over information; gatekeep-
ing of infrastructure; hollowing out agency for citi-
zens, workers, and consumers; or supporting political 
allies, financially or otherwise, who side with Big Tech. 

For those of us whose research and advocacy is cen-
tered around AI, this means that we need not only to 
make AI-related issues more relevant to movements 
fighting for economic populism and against tech 
oligarchy; we also need to better target the AI indus-
try as a key actor working against the interests of the 
working public. The writing is on the wall: We need to 
prioritize policy issues that are rooted in people’s lived 
experiences with AI, particularly those that hit at their 
most urgent material conditions. This involves giving 
the broader public a way to “see” AI systems as the in-
visible infrastructures that mediate their lives—often 
for the worse—and helping them connect the dots 
between the harms of AI and the unchecked power of 
Big Tech. Fortunately, there are existing windows of 
opportunity for doing just this:

1. DOGE Pushback

The evisceration of government agencies by DOGE 
brings home the harms that tech oligarchs can enact 
on the public. This makes it an important front for 
resistance to AI. There is widespread discontent with 
the workings of DOGE teams even among those who 
advocate for greater government efficiency;3 and 
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curtailing the rollout of data centers. These issues—
along with other consequences like higher energy 
costs and labor abuses across the supply chain—are 
also bipartisan and hit rural voters and Indigenous 
communities19 particularly hard, providing other criti-
cal opportunities for new organizing.

On the flip side, the firms advocating for data center 
buildout have little proof that data centers actually 
provide economic benefits to the communities where 
they are sited. The evidence that industry actors have 
provided thus far seems speculative at best, often fail-
ing to delineate between job projections for full-time 
roles tied to data center operations and short-term 
roles in construction and the service sector.20 They 
also ignore the economic impact that higher energy 
costs and diverted service can have on local business-
es.21 Meanwhile, state and local communities stand to 
lose billions of dollars in tax revenue as a result of the 
packages of tax incentives that companies demand 
before they will agree to build.22 This again provides a 
unique opportunity for broad-based coalitional orga-
nizing, as both free-market groups and progressive 
economic organizations have criticized the discon-
nect between large corporate tax breaks and the lack 
of tangible benefits for communities.23 Some local or-
ganizations have already taken on the mantle: Citizens 
Action Coalition in Indiana, for example, has called for 
a moratorium on new hyperscaler data center con-
struction due to the enormous resource constraints 
and cost burdens that large data centers pose to local 
communities,24 and Memphis Community Against 
Pollution in Tennessee has pushed back against the 
public health and environmental impacts of Elon 
Musk’s xAI data center buildout near historically Black 
neighborhoods already facing elevated cancer and 
asthma risks.25

2. Data Centers 

The unchecked growth of AI infrastructure is proof 
of how incredibly successful Big Tech has been at 
making the case that AI—especially large-scale AI—is 
worthy of exceptional support and investment from 
public actors. But the reasons why large-scale AI is 
a worthwhile use of resources, taxpayer dollars, and 
land are all based on potential economic growth, the 
projections of which are usually based on unfounded 
assumptions (See Chapter 2: Heads I Win, Tails You 
Lose). Meanwhile, the harms are definitive and docu-
mented, such as those evidenced by Meta and Black-
stone’s data centers in rural Georgia12 (see Chapter 
1.2: Too Big To Fail and Chapter 1.3: Arms Race 2.0).13 

The ground is ripe for local mobilization around the 
material impacts of the AI infrastructure build-out—
not only by building, organizing, and campaigning 
focused on the tech sector but also by forming al-
liances with the environmental justice movement, 
which has long and deep experience fighting against 
policies that result in a physical degradation of natu-
ral resources, as well as movements for utility reform 
and racial justice. Data centers have direct environ-
mental and community health impacts, including (but 
not limited to) increased greenhouse gas emissions, 
increased rates of pollution, and the expansion of gas 
infrastructure and coal plants.14 They also frequently 
draw on public aquifers for access to the water supply 
needed to cool their server racks.15 This is particu-
larly concerning given plans to expand data center 
construction in already water-strained areas of the 
southwest.16 In the Netherlands17 and Chile,18 com-
munity-level activism led to a pause on data center 
construction, which suggests that organizing that 
targets local government can be an effective lever for 
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3. Algorithmic Prices and 
Wages 

Across the economy, from grocery stores to online 
marketplaces to insurance brokers, the ability of firms 
to use AI to set prices for customers and calibrate 
wages for workers using detailed, often intimate, in-
formation extracted from us, is deepening inequality. 
This makes algorithmic prices and wages especially 
fertile ground for mobilizing around AI’s economic 
impacts on everyday people.26

There is growing coordination between labor organiz-
ers and anti-monopoly and economic justice groups 
working to contend with this issue. In February 2025, 
for example, along with a coalition of organizations 
and experts, AI Now published a report canvassing 
the breadth of the use of algorithmic pricing and 
wage-setting practices and spotlighting the ways in 
which bright-line rules could prevent harm,27 includ-
ing an outright ban on individualized surveillance 
prices and wages, and elimination of loopholes that 
corporations could exploit to continue that practice.28 
There has already been considerable movement in the 
states this session to prohibit both algorithmic pricing 
and wage-setting, including the introduction of bills in 
California, Colorado, Georgia, and Illinois.29

 
 
 

 
 
 

ADVANCE WORKER 
ORGANIZING TO 

PROTECT THE 
PUBLIC AND OUR 

INSTITUTIONS FROM 
AI-ENABLED CAPTURE

(Guest contribution by  
Andrea Dehlendorf, Senior Fellow)

Labor campaigns over the past several years have 
demonstrated that when workers and their unions 
pay serious attention to how AI is changing the nature 
of work and engage in serious intervention through 
collective bargaining, contract enforcement, cam-
paigns, and policy advocacy, they can shape how their 
employers develop and deploy the technologies. The 
deeper opportunity for labor, however, lies in the fact 
that across all sectors of the economy and society, it 
is people experiencing these technologies at work, 
firsthand, who best understand their impacts and lim-
itations, and also the conditions under which their po-
tential can be realized. Thus, labor’s power can shape 
not just whether and how AI is used in the workplace, 
but can also recalibrate the technology sector’s power 
overall, ultimately shaping the trajectory of AI toward 
the public interest and common good.

Over the past decade, labor campaigns to challenge 
the use of generative AI in Hollywood, algorithmic 
management of warehouse workers, and platforms 
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Sectoral Analysis and Action 
for the Common Good

By developing a comprehensive analysis of how AI 
and digital technologies are advancing in every eco-
nomic sector, including the impact on both working 
conditions and the public interest, workers and their 
unions can develop and implement comprehensive 
bargaining, organizing, and policy campaign strat-
egies. These strategies will have maximum impact 
when they address both the impact on the conditions 
of work and the impact on the public. 

A key example is National Nurses United (NNU), which 
has pushed back against profit-driven employers 
seeking to replace skilled professionals with subpar 
technology that harms patients. In 2024, NNU con-
ducted a survey of its members,37 which found that AI 
undermines nurses’ clinical judgment and threatens 
patient safety. The group subsequently released a 
“Nurses’ and Patients’ Bill of Rights,” a set of guiding 
principles designed to ensure just and safe applica-
tion of AI in healthcare settings.38 NNU affiliates have 
successfully bargained over AI implementation in 
contract negotiations; in Los Angeles, nurses secured 
commitments from University of Southern California 
hospitals that they won’t replace nurses with AI and 
that they will center nurses’ judgment when determin-
ing patient care, as well as safe and appropriate staff-
ing levels.39 At Kaiser Permanente, nurses stopped the 
rollout of EPIC Acuity, a system that underestimated 
how sick patients were and how many nurses were 
needed, and forced Kaiser to establish an oversight 
committee for the system implementation.40 Beyond 
the bargaining table, nurses have mobilized their 
membership out into the streets and to Washington, 
DC, to protest the hospital industry’s attempts to push 

for rideshare drivers have been critical to building 
public awareness of the impact of AI and data tech-
nologies in workplaces. In 2023, the Writers Guild of 
America and Screen Actors Guild strikes challenged 
studios aiming to deploy generative AI to replace their 
creative work without fair compensation.30 These 
public battles about profit-driven automation risk 
in creative industries have won contract language 
that provides some protection for artists and writ-
ers, transformed the public conversation around the 
implications of technology, and shifted popular under-
standing of the stakes.31 

Unions, worker centers, and alt-labor groups have also 
exposed and challenged Amazon’s algorithmic man-
agement practices and extensive surveillance. The 
Warehouse Worker Resource Center developed and 
passed a bill in California that limits the use of  tech-
nology-enabled productivity quotas—legislation that 
workers’s organizations are now advancing in other 
states.32 Uber and Lyft drivers have also organized 
across a range of formations (Gig Workers Rising,33 
Los Deliversistas Unidos,34 Rideshare Drivers United,35 
SEIU, and others) to challenge platform precarity, win-
ning the right to organize and establish labor protec-
tions. In Boston, drivers won the right to unionize via a 
state ballot measure.36

As powerful technology corporations take an unprec-
edented and self-serving role in the federal govern-
ment, undermining democratic structures, it is clear 
that the labor movement has an opportunity to lead 
on behalf of all of society. Building on the momentum 
of previous wins, there are five strategic paths for 
the labor movement to flex its power and increase its 
influence over the trajectory of AI across our society 
and economy:



CHAPTER 4: A ROADMAP FOR ACTION

AI NOW 2025 LANDSCAPE REPORT 73

step, and monitoring of disparate impacts related to 
bias and discrimination of protected classes.42

Comprehensive Campaigns 
Challenging Big Tech 

Corporations

Transforming the unprecedented power of the tech-
nology sector will require comprehensive campaigns 
that directly challenge the monopolistic business 
models and actions of the corporations that dominate 
and drive the sector, and, increasingly, our govern-
ment. To meet the challenge, these campaigns must 
include but not limit themselves to, organizing work-
ers and addressing workplace impacts.

The Athena Coalition, for example, focuses on Ama-
zon’s unaccountable power and impacts across multi-
ple spheres, pushing for regulatory action to break up 
the business itself.43 Athena members connect how 
Amazon develops and uses AI and data surveillance 
technologies in workplaces to what they sell to police 
departments, ICE,44 and authoritarian military states;45 
they bring public awareness to the impacts of pollu-
tion on neighborhoods near Amazon logistic hubs,46 
pressure the company to reduce the climate impact of 
their business model, and bring together organizers in 
states to challenge the energy use and environmental 
impact of their data centers; and they expose how 
algorithmic systems impact small businesses on the 
platform, consumers, and workers. Together, coalition 
members are bringing these strands together in order 
to reclaim our wealth and power from corporations 
like Amazon.

scientifically unproven AI instead of investing in safe 
staffing. 

Similar strategies can be designed across most  
sectors of the economy, providing a critical check on  
the deployment of AI for cost cutting and profit  
maximization.

Challenging AI Austerity in 
the Public Sector

As Elon Musk and others advance AI-driven auster-
ity in the federal government through DOGE—and 
Republicans and Democrats mount copycat initiatives 
across the states—workers and their unions can fight 
back, defending both workers whose jobs are deeply 
impacted and those receiving public benefits and ser-
vices. The Federal Unionist Network (FUN), an inde-
pendent network of local unions representing federal 
employees, is directly challenging DOGE and its driver, 
Elon Musk. FUN is running a Save Our Services cam-
paign that centers the impact of the service cuts that 
Musk and the Trump administration are implement-
ing.41 The network is building scalable infrastructure 
for education, support, and action. 

At the state level, Pennsylvania provides a model 
of regulating AI in the provision of public services, 
recognizing and protecting the key role state workers 
play in service and benefit provisions. Governor Josh 
Shapiro and SEIU local 668 entered into a partnership 
establishing robust co-governance mechanism over 
AI, including the formation of a worker board that will 
oversee implementation of generative AI tools; the 
definition of a public worker as a person and gen AI as 
a tool, strong human-in-the-loop protections at every 
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Organizing Across the AI 
Value and Supply Chain

A global movement to organize across the AI value 
and supply chain—from US-based white-collar tech 
workers to data labelers in the Global South, would 
provide a powerful check on the technology sector. 
Such a movement could reorient the trajectory of AI 
toward the public interest and counter the sector’s 
authoritarian turn. However, union density in the 
technology sector, globally and in the US, is negligi-
ble. There have been no serious attempts to organize 
the sector at scale. Existing efforts are often under-
resourced, while others lack a global orientation and 
solidarity, limit their focus to economic issues, or are 
not challenging concentrated market power.

However, several promising initiatives are gaining 
traction, including Amazon Employees for Climate 
Justice,49 which is organizing white-collar workers to 
challenge Amazon on its climate impact; the African 
Content Moderators Union (ACMU), other locally led 
associations,50 and UNI Global,51 which are organizing 
data labelers in Africa; Solidarity Center52 and ITUC,53 
which support global gig-worker organizing; the Data 
Worker’s Inquiry Project,54 a community-based re-
search project focusing on data labelers globally; and 
the Tech Equity Collaborative55 and CWA’s Alphabet 
Workers Union,56 which are campaigning on temp- 
and contract-worker issues. 

We desperately need more ambitious and better-re-
sourced projects. There is a particular opportunity 
for people who are building and training the AI sys-
tems—and, therefore, know them intimately—to use 
their powerful positions to hold tech firms account-
able for how these systems are used. Many people 

Building State and Local 
Power to Advance the Public 

Interest

Workers and their unions can and must collaborate 
with racial justice, economic justice, and privacy 
groups to mount a serious, coordinated defense 
against the tech sector’s aggressive state policy agen-
da to write the rules of AI regulation and digital labor 
tech regulation in their interest. Doing so will require 
deeper engagement with members of unions and 
community-based organizations to understand and 
prioritize these interventions. Beyond defense, there 
is an opportunity to develop a proactive agenda at the 
state and local level that draws bright lines around the 
use of surveillance, algorithmic management, and au-
tomation technologies in criminal justice, workforce 
management, and public service delivery; and also 
addresses the unsustainable climate impacts of data 
centers and the extreme market concentration of the 
industry. For example, in California, there is a strong 
set of labor and public-interest focused policy propos-
als that can be used as models in other states. Also, 
engagement is moving with members of unions and 
aligned privacy, tech justice, racial justice, and eco-
nomic justice organizations and social justice leaders 
to understand how their core issues are impacted by 
AI; develop strategies to organize and publicly cam-
paign on the issues; and identify where they can best 
engage on state and local policy. The UC Berkeley 
Labor Center’s Tech and Work Policy Guide is a key 
resource that can be used across states47 and Local 
Progress’s recent report written in collaboration with 
AI Now provides an actionable roadmap for local lead-
ers to protect communities from the harms of AI.48 
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ENACT A “ZERO-
TRUST” POLICY 
AGENDA FOR AI

In 2023, alongside Electronic Privacy Information Cen-
ter (EPIC) and Accountable Tech,58 we recommended 
three pillars to guide policy action in the AI market:

 � Time is of the essence—start by vigorously en-
forcing existing laws.

 � Bold, easily administrable, bright-line rules are 
necessary.

 � At each phase of the AI system life cycle, the 
burden should be on companies—including 
end users—to prove that their systems work as 
claimed, and are not harmful.

“Given the monumental stakes, blind trust in [tech 
firms’] benevolence is not an option,” we argued then. 
That warning rings even more starkly now.

working in these white-collar jobs have conveyed that 
their values conflict with corporate decision-making.57 
Organizing and taking collective action from these 
positions will have a deeply consequential impact on 
the trajectory of AI.

The Path Forward

During previous periods of extreme inequality, such as 
the Gilded Age and the Roaring Twenties, muckraking 
journalism, labor organizing, and strikes held unac-
countable corporate power accountable, and ushered 
in the Progressive and New Deal eras. In our era, col-
lective labor actions will also be critical to challeng-
ing not only Big Tech’s unchecked wealth and power 
over our democracy and society, but also the use of 
technologies to undermine job quality while reduc-
ing workers’ share of the profits they generate. Like 
the labor movement of the last century, today’s labor 
movement can fight for and win a new social compact 
that puts AI and digital technologies in service of the 
public interest and hold today’s unaccountable power 
accountable.

 
 
 
 
 



CHAPTER 4: A ROADMAP FOR ACTION

AI NOW 2025 LANDSCAPE REPORT 76

 � Surveillance data about workers cannot be sold 
to third-party vendors

 � AI cannot be used to replace public school 
teachers 

 � AI cannot be used to generate sexually explicit 
deepfake imagery or election-related deepfake 
imagery

2. Regulate throughout the 
AI life cycle. This means no 

broad-based exemptions for 
foundation-model providers, 

application developers, or 
end users. 

AI must be regulated throughout the entire life cycle 
of development, from how data is collected through 
the training process, to fine tuning and application de-
velopment, to deployment. Appropriate actors should 
be held responsible for decision-making at each of 
these stages, and be mandated to provide transparen-
cy and disclosures that enable actors further down-
stream to uphold their own obligations.61 

Transparency regimes are the foundation of effec-
tive regulation of technology—necessary, but never 
enough62—and yet in the past few years we’ve seen 
fierce and largely successful resistance to baseline 
disclosure requirements from the AI industry. That’s 
true at the general-purpose stage where industry has 
used copyright and commercial secrecy as a shield to 
avoid disclosing training data;63 but it’s equally true 
at the final stage, where these systems are deployed. 

1. Build a drumbeat of 
bright-line rules that restrict 

the most harmful AI uses 
wholesale, or limit firms’ 

ability to collect and use data 
in specific ways. 

Bold, bright-line rules that restrict harmful AI appli-
cations or types of data collection for AI send a clear 
message that the public determines whether, in what 
contexts, and how AI systems will be used. Compared 
to frameworks that rely on process-based safeguards 
(such as AI auditing or risk-assessment regimes) that 
have often, in practice, tended to further empower 
industry leaders and rely on robust regulatory capac-
ity for effective enforcement,59 these bright-line rules 
have the benefit of being easily administrable and 
targeting the kind of harms that can’t be prevented or 
remedied through safeguards alone. There’s a grow-
ing list of ripe targets for these kinds of clear prohibi-
tions. For example:60 

 � AI cannot be used for emotion-detection sys-
tems

 � AI cannot be used for “social scoring,” i.e., 
scoring or ranking people based on their social 
behavior or predicted characteristics

 � Surveillance data cannot be used to set prices 
or wages

 � AI cannot be used to deny health insurance 
claims
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Industry has also exerted a concerted lobbying effort 
to put all of the onus on end developers, while ex-
empting the developers of so-called “general pur-
pose” systems.66 In 2021, alongside more than fifty 
global AI experts, AI Now published a letter urging 
the European Commission to reject this approach in 
the context of the EU AI Act.67 It’s important that AI 
be evaluated at every stage of the life cycle. Certain 
aspects of AI models will be best evaluated at the 
application stage: This is where pre-deployment test-
ing and validation will give the most insight into the 
efficacy and safety of particular uses of AI.68 But the 

Proactive transparency and disclosure requirements 
(where the consumer doesn’t need to individually 
request this information64) have prompted intense 
backlash from industry, most recently by asserting 
that disclosure provisions in Colorado’s AI law, passed 
in 2024, placed an “undue burden” on businesses.65 
What this means is that in many contexts where AI 
is being used, people whom an AI system affects will 
never be made aware of its role in making determina-
tions that can have significant consequences for their 
lives—let alone give them the ability to contest the 
system.

Fig 1: Risk Origination and Risk Proliferation in the Foundation Models Supply Chain. Source: Ada Lovelace Institute, 2023
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councils composed of those affected by the sys-
tem have a say in whether a system is used at all.

 � In safety-critical contexts (e.g., energy-grid allo-
cation, military use, nuclear facilities), prohibit 
use of foundation models until they have been 
proven to pass traditional tests for systems safe-
ty engineering, and require systems to be built 
safe by design.

 � Require pre-deployment testing and validation 
of AI applications that examines the safety and 
efficacy of particular uses.

3. The AI industry shouldn’t 
be grading its own 

homework: Oversight of AI 
model development must be 

independent. 

Industry tends to rely too heavily on “red-teaming,” 
“model cards,” and similar approaches to system 
evaluation, where companies are the primary actors 
responsible for determining whether their systems 
work as intended and for mitigating harm.72 This 
approach has many problems; it ignores, for example, 
the significant conflicts of interest involved and fails 
to employ robust methodologies.73 

Companies have asserted that they hold the unique 
technical expertise necessary to evaluate their own 
systems74 in order to execute what is essentially a 
fully self-regulatory approach to governance, making 
a set of “voluntary commitments” to the Biden admin-
istration in 2023.75 When asked a year later about their 
progress on those commitments, the response was 

developers of foundation models and those involved 
in constructing datasets should not be exempted from 
scrutiny—particularly since they are generally the 
largest and best-resourced actors in the market,69 and 
have demonstrated a growing propensity for opaci-
ty, offering diminishingly few details about how they 
train their systems.70 Introducing stronger account-
ability requirements at the foundation-model layer 
would motivate restructuring of the development 
practices, and potentially the operating model, of AI 
developers. In and of itself, these modes would create 
greater internal transparency and accountability with-
in AI firms that would convey societal benefits, and aid 
the work of enforcement agencies when they need to 
investigate AI companies. Regulatory structures that 
place the onus solely on the application stage ignore 
that these developers, as well as purchasers and de-
ployers, may lack the information necessary to assure 
compliance with existing law, absent upstream inter-
vention.71 And the end users of AI systems are in many 
instances not consumers; they’re businesses or public 
agencies, themselves in need of scrutiny for the way 
their use of the system affects consumers, workers, 
and members of the public.

 � Require all foundation-model developers to pub-
lish detailed information on their websites about 
the data used to train their systems.

 � At each stage of the supply chain, require de-
velopers to document and make available their 
risk-mitigation techniques, as well as mandate 
disclosure of any areas of foreseen risk they are 
not positioned to mitigate, so that this is trans-
parent to other actors along the supply chain.

 � Institute frameworks of AI use that protect those 
on whom it is used and introduce healthy fric-
tion and democratic decision-making into AI 
deployment through measures such as a “right 
to override” decisions, and requirements that 
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4. Create remedies that 
strike at the root of AI power: 

data. 

We don’t need to limit ourselves to the standard AI 
policy tool kit: A wide range of creative remedies 
could be deployed by enforcement agencies to strike 
at the root of AI firms’ power. These include measures 
such as:

 � Require firms to delete ill-gotten data that they 
have used to train AI models and any related 
work product generated with that data. Algo-
rithmic deletion remedies require that firms that 
have benefited from ill-gotten data to train AI 
models must not only delete the data, but must 
delete the models trained on that data.78 This 
remedy was developed in the first Trump admin-
istration and has now been used in a number of 
cases including the FTC’s Everalbum and Kurbo.

 � Curb secondary use of data collected in one 
purpose and used in another. AI firms frequent-
ly retain data collected under one justification 
indefinitely for the purpose of training subse-
quent models. Curbing such secondary uses 
would both protect the underlying consent 
regime—ensuring that when users consent to 
the collection of their data for a particular use it 
is not treated as an expansive mandate for other 
uses—and would limit the continual proliferation 
of data available for model training. The FTC’s 
Amazon Alexa case offers a useful example, 
in which the court ruled that Amazon violated 
COPPA by retaining children’s voiceprints for the 
purpose of improving its AI models.81

milquetoast: While companies reported taking actions 
like engaging in internal testing to mitigate cyberse-
curity risks, they were unable to validate whether any 
of those actions actually reduced underlying risk; and 
by focusing on domains like bioweapons, they ignored 
the wider universe of harms like consumer and work-
er exploitation, privacy, and copyright.76 And OpenAI 
stepped back from even fulfilling the basic obligations 
for these commitments in the release of GPT-4.1, opt-
ing not to release a model card on the grounds that 
the model “isn’t at the frontier.”77 

This illustrates a point that by now should be abun-
dantly clear: Companies cannot be responsible for 
their own self-evaluation, and are poorly incentivized 
to uphold any promises they make absent the founda-
tion of enforceable law:

 � Provide enforcement agencies with the re-
sources and in-house staffing necessary to 
conduct oversight throughout the AI life cycle, 
and to hold firms accountable for any violations 
of law. Any law enforcement agency that enforc-
es the law against companies that use AI should 
have the ability to detect, investigate, and reme-
diate violations of law using those technologies. 
As of January 2025, only the Federal Trade Com-
mission and the Consumer Financial Protection 
Bureau are known to have this capability, and 
their teams have been significantly reduced.78 

 � Require AI companies to submit to independent 
third-party oversight and testing throughout 
the AI life cycle, and to make available the nec-
essary information for auditing bodies to con-
duct evaluation of their models or products.79
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past few years, we have seen multiple early inquiries 
into so-called partnership agreements between AI 
startups and Big Tech hyperscalers;84 several market 
studies into concentration in the cloud market, from 
Japan to the Netherlands to the UK to the US;85 and 
detailed reports highlighting potential choke points 
and competition risks across the AI supply chain.86 
The DOJ, FTC, CMA, and EC even issued a joint state-
ment on competitive concerns with AI, warning that 
partnerships and investments could be used to under-
mine competition.87 This is already a promising depar-
ture from the past decade of a passive stance toward 
the consumer tech industry, which has left regulators 
struggling to catch up to remedy harm—from Face-
book’s acquisitions of WhatsApp and Instagram88 to 
Google’s sprawling search monopoly.89

Yet, despite many of the “right noises,” much of this 
activity failed to materialize into concrete enforce-
ment action and legislative change, or to draw bright 
lines prohibiting specific anticompetitive business 
practices. A familiar dynamic has consisted of limited 
and restrictive interpretations of existing legal stan-
dards for enforcement action. For example, traditional 
merger review conditions are unable to capture more 
indirect means of dependence and control between 
AI startups and cloud hyperscalers. Or consider the 
threshold in the US’s Hart-Scott-Rodino Act, which 
meant that smaller acquisitions by Big Tech firms 
were not subject to scrutiny, like Rockset (acquired 
by OpenAI), Deci AI (acquired by NVIDIA), OctoAI (also 
acquired by NVIDIA). Across these issues persists a 
more fundamental limitation: the artificial blinkers 
that prevent regulators from fully grappling with the 
many dimensions of power and control that Big Tech 
firms exercise through their sprawling ecosystems. A 
recent report from the Competition and Markets Au-
thority (CMA) in the UK published a diagram (see Fig 
2) depicting the presence of Amazon, Apple, Google, 
Meta, and Microsoft across the AI supply chain—il-

 � Limit hyperscaler partnerships with AI startups. 
As we explore in Chapter 2, one decisive way 
Big Tech companies are able to achieve advan-
tages in the AI market is by gaining control of 
competitive AI companies through partnership 
terms, investments, or acquisitions. Banning hy-
perscalers from investing in or partnering with 
competitive AI companies is one bold, structural 
measure that would help dismantle hyperscal-
ers’ stronghold on the AI stack. This remedy was 
initially proposed by the Department of Justice 
in its case against Google’s search monopoly.82 
While it was later revised, the remedy’s initial 
inclusion recognizes the kind of bold action re-
quired to shape a truly competitive AI market.

 � Ban repeat offenders from selling AI to the 
government. Protections are in place to ensure 
that those who are selling services and products 
to the federal government are not engaging in 
fraud, waste, abuse or antitrust violations. In 
order to introduce incentives for firms to follow 
the law, AI companies and salespeople who are 
eligible should be “debarred” from being able to 
win federal contracts.83

5. We need a sharp-edged 
competition tool kit to de-rig 

the AI market, and how AI 
shapes market power across 

sectors. 

Amid concerns of Big Tech dominance in AI growing 
more prominent in a frenzied market, competition 
enforcers globally have been far from silent. Over the 
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lation), but as fundamentally harmful to the national 
interest given the stakes of the so-called AI arms race 
(see Chapter 1.3: AI Arms Race 2.0). Staying with the 
UK example, Microsoft announced a massive invest-
ment in compute on the heels of two significant en-
forcement actions affecting Microsoft: the CMA’s deci-
sion not to pursue a block of the Microsoft-Activision 
merger, and the opening of an investigation by the 
CMA into competition concerns in the cloud market. AI 
firms use investment as a clear play to hedge against 
the very real risk that the CMA will take action in ways 
that would threaten the companies’ bottom line.

luminating the ways in which their presence across 
these markets allows for network effects, data feed-
back loops, and unparalleled access to monetizable 
markets for their AI products90 (We canvass these in 
Chapter 2: Heads I Win, Tails You Lose).

Yet the irony is that the CMA, among other counter-
parts, has fallen short of acting in ways that might 
interrupt this ecosystem control. The scope for inter-
vention is limited as much by restrictive legal thresh-
olds as it is by a corporate lobbying environment 
around AI that pits any market intervention not only 
as anti-innovation (see Chapter 1.4: Recasting Regu-
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Fig 2: How Amazon, Apple, Google, Meta, and Microsoft permeate the AI supply chain. Source: CMA.
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 � Prevent cross-board representation across 
Big Tech firms and AI startups to avoid 
conflicts of interest.

 � Apply the new FTC merger guidelines to 
the AI sector, with particular attention to 
acquisitions involving datasets that may 
form a conflict of interest.

 � Ex ante bright-line rules that prevent Big tech 
hyperscalers from self preferencing or discrimi-
natory treatment

 � Cloud providers can’t self-preference, or 
offer favorable terms or rates to similarly 
situated customers.

 � Cloud providers can’t take advantage of 
data they obtain from customers by host-
ing infrastructure to develop products that 
compete with their customers. 

 � Cloud providers can’t penalize customers 
across their ecosystems for developing 
competitive products and services.

 � Foundation-model companies can’t 
self-preference, or offer favorable terms or 
rates to similarly situated customers.

 � Foundation-model companies must be 
interoperable across cloud infrastructure 
providers.

 � Private parties collaborating to sue AI firms 
violating antitrust law

 � There are three legs on the stool of anti-
trust enforcement: federal agencies, state 
agencies, and then affected workers, con-
sumers, and companies. This latter cate-
gory offers meaningful inroads for pushing 
forward antitrust enforcement.

Looking ahead, we see an opportunity to corral 
around a set of targeted interventions that could tack-
le Big Tech’s control over the broader tech ecosys-
tem, and could go a long way in shifting the “rigged” 
dynamics of the AI market (see Chapter 2: Heads 
Win, Tails You Lose). We spotlight some key policy 
directions here that identify high-value intervention 
points.91

 � Structural separation to prevent vertical inte-
gration across the AI supply chain, especially 
targeting infrastructural and model layer ad-
vantage, including the following:

 � Prevent cloud companies from participat-
ing in the market for AI foundation models.

 � Require that Big Tech firms divest their 
cloud computing businesses from the rest 
of their corporate structure, and that they 
operate as wholly independent entities.

 � Prevent AI foundation model companies 
from participating in other markets related 
to AI.

 � Prevent chip designers from investing in AI 
development companies.

 � Scrutiny of mergers, acquisitions, and partner-
ships involving Big Tech hyperscalers:

 � Restrict, or perform an ex ante review 
of, Big Tech hyperscalers that enter into 
partnerships with AI startups, including 
through unconventional mechanisms (for 
example, credit arrangements, transac-
tions structured under the HSR threshold, 
and acqui-hires). 
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deals between data centers and utility companies are 
approved by regulators in proceedings that tend to 
go uncontested by the public, preventing ratepayers 
from understanding the impacts these large custom-
ers may have on their rates.98

Yet this current path of unrestrained data center 
growth is not inevitable. More communities are real-
izing that successful economic development cannot 
hinge on environmental, health, and economic harms: 
Recently, two counties in Atlanta have temporarily 
paused all new data center projects to adequately 
ensure that development protects community inter-
ests;99 and a county board of supervisors in Virginia 
rejected a plan for a gas power plant and data center 
campus because of concerns about the increased 
rates of pollution and negative environmental impact 
it would cause in the surrounding area.100 The devel-
oper is now considering building housing instead.

Policymakers must take swift and decisive action to 
ensure that data center development supports, rather 
than harms, the needs of local communities and the 
resources available on our planet, such as the follow-
ing:

 � Stop or slow new data center development until 
robust protective conditions are met, includ-
ing transparency mechanisms, environmental 
standards, consumer protections, and zoning 
reform.

 � Stop new large data center development 
until clear guardrails are in place to ad-
dress risks to ratepayers and communities 
more broadly.101

 � Reject proposals for new data center 
development that do not meet strict 
standards for environmental protection, 
resource use, sustainable jobs, and health 
impacts.102 

6. Rigorous oversight for new 
data center development and 

operation

As AI spurs the growth of data center development 
across the world and projects staggering demands 
for power, policymakers must reckon with the incom-
patibility between this unrestrained growth and our 
already resource-constrained environments. Com-
munities near data centers face the realities of air 
pollution, lack of adequate water, and noise pollution92 
with a disproportionate impact on Black and Brown 
frontline communities.93 Yet data centers don’t mere-
ly affect those who live closest to them: To fund the 
massive investment required to build out the infra-
structure necessary to fuel AI data centers (such as 
power plants and transmission lines), energy utility 
companies may pass off the costs onto ordinary rate-
payers.94 Already Americans are seeing their electrici-
ty rates increase;95 this is only expected to intensify.

Meanwhile, states and localities are handing out 
billions of dollars in corporate tax subsidies to data 
center developers by exempting them from paying 
sales, use, and property taxes, or by discounting their 
rates.96 This comes directly at the expense of commu-
nities, who lose out on tax revenue for local schools, 
infrastructure, and other community needs. 

Despite billions of dollars of investment and gov-
ernment subsidies, much of the current data center 
development process operates in obscurity.97 Many 
data centers fail to report even basic information 
about their resource consumption, including power 
usage and water consumption. This prevents states 
from planning for adequate supply and demand, 
threatening the stability of the grid. Moreover, many 
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report on actual dollar amounts over time 
to the public.

 � Institute energy caps for data centers in 
areas where projected power demand from 
data centers creates a disproportionate 
burden on the grid.

 � Build in regulations to protect ordinary ratepay-
ers from the costs associated with data center 
development.

 � Investigate whether non-data center cus-
tomers are subsidizing data center energy 
costs; and, if so, establish rules to prohibit 
the practice and address the imbalance.

 � Direct public utility commissions to create 
a new rate classification for data centers 
and other large-load customers.109

 � Require public utility commissions to cre-
ate a community discount plan to account 
for increased energy costs.110 

 � Require large-load customers (like data 
centers) to commit to long-term contracts 
and minimum contract payments to ensure 
that they appropriately cover utility invest-
ment costs.111

 
 
 
 
 

 � Require new data center energy demands 
be met with new and additional renewable 
energy in the same deliverable grid,103 re-
jecting proposals to expand fossil fuel and 
nuclear energy use. 

 � Repeal or cap corporate tax subsidies to ensure 
tax dollars directly benefit local communities.

 � Repeal state tax exemptions for data cen-
ters and end the open-ended extension of 
tax breaks to future investments.104

 � Alternatively, cap state and local subsidies 
to data centers per permanent job or year.105

 � Require data center operators to meet 
renewable-energy purchasing agreements 
and invest in energy efficiency measures 
to be eligible for sales and use tax exemp-
tions.106

 � Advance commonsense legislation that ensures 
fairness, transparency, and oversight for data 
center operations.

 � Require data centers to report quarterly on 
water and energy usage to a state exec-
utive agency, with access available to the 
public.107 

 � Establish transparency mechanisms 
around data center contracts and con-
struction, such as through public notices 
and hearings.

 � Require site assessments before locali-
ties approve new data centers to manage 
effects on noise levels, homes, schools, wa-
ter, farmland, parks, and forests.108

 � Require localities to disclose the projected 
dollar value of all subsidies offered, and 
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National Security as a Vector 
Both for and Against AI 

Accountability

National security arguments are a key vector driving 
the AI infrastructure acceleration agenda. Equally, 
national security arguments support moves for stron-
ger privacy, security, and accuracy thresholds, as well 
as moves that combat concentrated infrastructure 
markets as threatening resilience.

As we detail in Chapter 1.3 on AI & Geopolitics, recent 
national security policy proposals (under President 
Biden and now President Trump) and the specter of 
Chinese AI competition have consistently cleared the 
pathway for the industry to expand through infra-
structure build-out.113 Most recently, baseline trans-
parency mechanisms around data center build-out 
in Virginia’s HB 2035 bill, championed by local advo-
cacy groups, were shut down citing national security 
concerns, including alleged pushback from Homeland 
Security.115

On the other hand, national security imperatives (resil-
ience, reliability, security) can be a strategic vector to 
demand more accountability from the AI industry, and 
an opportunity to bring security experts into broad-
er debates about AI accountability. Former military 
officials and security experts alike have sounded the 
alarm on inherent vulnerabilities in using commercial 
language models in military contexts116—and while 
these intractable concerns (flaws in large-scale AI 
are features, not bugs, as we note in Chapter 3) are 
unconscionable in high-stakes combat environments, 
they are equally worrisome for many other swaths of 
applications in the economy and society.

 
 
 

BRIDGE NETWORKS 
OF EXPERTISE, POLICY 

DOMAINS, AND 
NARRATIVE 

Blinkered views that fail to see the different compo-
nents of the AI supply chain materially and are often 
single-issue focused have too often undermined AI 
advocacy and policy. It is easy to miss the ways in 
which big-picture narratives (see Chapters 1.1-1.4 on 
AI’s False Gods) manifest on the ground across policy 
fights. Silos can blunt strategic creativity in ways that 
foreclose alliance or cross-pollination. In our 2023 re-
port, we attempted to find ways to identify and bridge 
some of these siloes: like forming a united strategy 
around privacy and competition policy; or under-
standing industrial policy as central to (not distinct 
from) discourse on AI regulation.112 Here we highlight 
additional emergent areas of cross-pollination in a bid 
to bolster and strengthen our strategies:
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Privacy as an Economic 
Justice Issue: Disrupting the 
Surveillance-to-Automation 

Pipeline

Whether it’s Hollywood actors resisting invasive body 
scans as a means to create digital replicas of them-
selves that might eventually replace them,125 or the 
uptick in the market for wearable surveillance tools 
in the workplace that will then be used to train “hu-
manoid robots,”126 the connections between surveil-
lance and the eventual displacement or devaluation of 
workers is becoming increasingly explicit. The US and 
UK governments, meanwhile, are making claims that 
they can train AI systems on government workflows 
that will automate large parts of government work.127

This surveillance-to-automation pipeline situates 
traditional privacy tools (like consent, opt-outs, imper-
missible purposes, and data minimization) as central 
levers in enabling more just economic conditions. 
Scholar Ifeoma Ajunwa argues that worker data 
should be seen as “captured capital” for firms, where 
workers risk having their data used to train technol-
ogies that will eventually displace them (or create 
the conditions to reduce their wages), or having their 
data sold to the highest bidder via a growing network 
of data brokers, without control or compensation.128 
Meanwhile, as the AI industry scrambles to find a 
conclusive business model, all trends point toward a 
proliferation of enterprise use cases that all appear 
to rely on the capture of workflow data (through the 
ratcheting up of workplace surveillance), which can 
then be used to automate more workflows.129 We’re 
also seeing extractive practices proliferate in the 
hyper-surveilled context of prisons, which are in-

Anti-monopoly groups are also increasingly fore-
grounding structural vulnerabilities created by AI 
infrastructure that is concentrated among very few 
companies, and across different points of the AI sup-
ply chain.117 The creation of single points of failure—
recently, an erroneous update to Microsoft’s operating 
system from the cybersecurity firm CrowdStrike—trig-
gered the largest IT outage in history, affecting global 
businesses, hospitals, airports, courts, and govern-
ments.118 CrowdStrike is only the most conspicuous 
example of the fragility of a super-concentrated 
infrastructure—the AI stack is rife with choke points 
from chips to undersea cables—and we’re seeing the 
risk amplified with errors in AI foundation models that 
could undergird applications across sectors of the 
economy. Former SEC Chair Gary Gensler has noted 
how concentration in the market for AI models could 
produce conditions that might lead us to the next 
financial crisis.119

These vulnerabilities are more acute when it comes to 
the public sector, especially as a growing proportion 
of government runs on Big Tech cloud infrastruc-
ture.120 This will inevitably increase manifold with the 
rushed push toward expanding adoption of commer-
cially available AI tools121 (via DOGE’s efforts, among 
other preexisting initiatives such as the Department 
of Defense’s Task Force Lima).122 Hyperscalers have 
done their part to market directly to government 
services, touting their security credentials,123 but have 
underplayed the long-term implications of introducing 
single points of failure into national security infra-
structure. In July 2023, Microsoft revealed a breach by 
Chinese state-backed hackers who accessed emails 
of top US officials, following a previous security lapse 
with Russian-backed SolarWinds attackers accessing 
government data.124 Addressing these serious securi-
ty concerns would have beneficial implications for the 
use of AI across the wider economy.
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Likewise, existing law applies to AI use cases:

 � Employers are subject to limitations from the 
Fair Credit Reporting Act when AI is used on 
workers and applicants.138

Privacy and Competition 
in the Age of Generative 
AI: Data MInimization to 

Interrupt Data Moats

In our 2023 report, we warned that privacy, competi-
tion expertise, and tools were often siloed from one 
another, leading to interventions that easily compro-
mise the objectives of one issue over the other.139 
Firms continue to take advantage of this to amass 
information asymmetries that contribute to a further 
concentration of their power. We spotlighted the need 
for heightened scrutiny on “data mergers”140—ac-
counting for how firms leverage commercial surveil-
lance tools and strategies to amass power—as well 
as adtech rules restricting first-party data collection 
for advertising purposes as having twin privacy and 
competition benefits. 

This cross-pollination is even more important now: 
Data is a key bottleneck in the development of gen-
erative AI, and a strategic point of intervention for 
both protecting privacy and limiting Big Tech from 
entrenching its data advantages in the AI market. The 
idea that freely available, publicly accessible data is 
“everywhere” and therefore not a scarce resource is 
intuitively appealing but misses the point. Datasets 
with high levels of curation and human feedback, and 
those that come with assurances of accuracy, legiti-

creasingly targeted by AI startups eyeing incarcerated 
workers as a cheap source of labor to train their AI 
algorithms. These “clickworkers” or “human labelers” 
are paid pennies on the dollar—if anything at all—by 
startups like Vainu, which ironically boasts that it is 
“creating work because of AI [to] employ and empow-
er the new working class.”

This necessitates reframing worker privacy as core 
to the economic justice agenda around AI. Specif-
ically, it requires identifying the point of collection 
(i.e. , surveillance) as the appropriate target for push-
back given the ways in which this will be weaponized 
against worker interests downstream. In regulatory 
terms, this could mean prioritizing data-minimization 
rules that restrain the collection of certain kinds of 
worker data, or restrict the use of worker data collect-
ed in one context for training AI. Thinking around data 
privacy will also need to expand to meet the moment 
—revising narrow notions of what counts as personal 
information, and prioritizing structural and absolute 
constraints on workplace surveillance that don’t rely 
on consent-based mechanisms. 

State advocacy groups are already prioritizing these 
issues,130 including in the following proposals:

 � Employers must notify workers when a surveil-
lance system is introduced into the workplace, 
and employers are prohibited from electronical-
ly monitoring employees outside of essential 
job functions (CA,131 CT,132 MA,133 VT,134 WA135). 

 � Employers are prohibited from sharing worker 
data with third parties (CA136).

 � Employers are prohibited from using facial- or 
emotion-recognition surveillance technology 
on workers (CA).137
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spearheading DOGE. It’s also extremely sensitive data 
in terms of its ability to be used against the best inter-
ests of individuals and groups, without their control. 
This combination of privacy and competition risks will 
be on the rise, and it will be important to thread these 
concerns together in policy and advocacy fights, as 
well as to continue tracking145 “data mergers” in direct 
and indirect forms.

macy, and diversity at scale, are an increasingly scarce 
resource—one that companies are holding close. As 
firms reach the limits of publicly available data (espe-
cially as more companies begin to create walls around 
previously open data), proprietary data will play an in-
creasingly important role in training AI—meaning that 
Big Tech firms with their deep data feedback loops 
across their ecosystems have almost limitless access 
to valuable, diverse types of data.141 As high-quality 
data resources run out for non-Big Tech players, they 
will look to synthetic data—meaning either datasets 
containing data generated by other models, or AI-gen-
erated content (slop) that exists all over the inter-
net.142 While this may lower access to data in the short 
term, we should wonder what this will say about the 
quality of new models repeatedly trained on synthetic 
data of increasingly lower quality—while those incum-
bents with unlimited access to new data retain their 
data advantage. 

There’s a need to double down on advocating for data 
minimization to prevent Big Tech from using AI as its 
catch-all justification to use and combine data across 
contexts and store it forever, and limit aggressive 
strategies for acquiring companies and datasets to 
shore up their data advantages in high-value sectors 
or shut out competitors.143 Recent revelations that US 
DOGE’s operations, motivated by Elon Musk, may be 
feeding sensitive government data (including Medi-
care, Social Security payments, and taxpayer data) to 
train AI models144 for his company xAI brought these 
twin concerns into sharp focus. Government data, 
especially that obtained from and about the public, 
is an extremely valuable data asset for training AI. 
High-quality, vetted, and structured, this data covers 
a range of high-value sectors including healthcare, 
finance, and federal contracting. Amid frenzied AI 
competition, DOGE’s vast access to federal data could 
give the company an unfair advantage over peer 
AI companies—as well as create a clear conflict of 
interest with regard to Musk’s own involvement in 



Tech May Be Big, But It Isn’t a Monolith

Achieving legislative victories has been particularly challenging 
given an overall environment of enthusiasm for AI and fear that 
any intervention would hinder future prospects for innovation. 
Emerging points of fracture within the industry offer some points 
of potential leverage to achieve policy goals. For example:

 � Little and Big Tech: The strong current of criticism against 
Big Tech firms’ dominance and discontent with concentrated 
power in the AI industry, and interest in fostering a compet-
itive AI ecosystem, offers some potential for intervention. 
“Little tech” has shown interest in stronger antitrust enforce-
ment in the sector to open up pathways for new entry into the 
market,146 while Big Tech firms show comparatively greater 
comfort with regulatory approaches, particularly at the feder-
al level, that offer consistency.147 The little tech policy agenda 
also uses innovation as a gloss that distracts from its under-
lying goal to protect venture capital firms’ own portfolios, by 
fighting against a tax on unrealized capital gains, securing 
defense contracts, and stopping merger-and-acquisition 
review so that little tech companies can be acquired by Big 
Tech companies.148 There is an opportunity here to focus on 
an innovation agenda beyond the confines of Big and “little” 
tech, a discourse currently driven by VC interests like a16z 
and YCombinator—all of which are focused primarily on prof-
it-seeking and shareholder interest. What’s missing from the 
conversation about AI and innovation is a countermovement 
that brings together researchers, community organizations, 
anti-monopoly advocates, and regulatory experts to craft a 
meaningful agenda for renewing innovation in this country.

 � AI Arms Race: The differential effects of the AI Arms Race on 
NVIDIA and Oracle offer a rare wedge between chipmakers 
and the rest of the market. This could be leveraged toward 
countermovement in opposition to the scaling paradigm. 

 � Open Source: Many big AI players express concern about the 
spread of large-scale open source models on national security 
grounds (Anthropic, OpenAI), but key players in the Trump 
administration support open source/safety/antitrust interven-
tion (Musk, Vance).

 � Elon Musk and Sam Altman: The growing feud between two 
of the world’s leading AI billionaires has already paid divi-
dends, as Musk’s lawsuit against OpenAI made public internal 
documents that gave insight into OpenAI’s operations.149 Musk 
has demonstrated an appetite for throwing Altman under the 
bus, including questioning the integrity of the Stargate deal.150

 � Tech companies and their workers: While worker-led orga-
nizing within tech companies has faced significant retaliation, 
important worker-led campaigns in recent years have pushed 
back against corporate leadership and enacted important 
wins. Examples include Google workers’ Project Nimbus cam-
paign,151 Microsoft workers’ opposition to sales to the Israeli 
military,152 and DeepMind workers’ move to unionize in opposi-
tion to the company’s contracts with the Israeli military.153
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either accepting or evading the reality that building 
on the current large-scale AI paradigm will inevita-
bly reinforce the power of the largest tech firms. For 
these reasons, it has been ripe for capture. 

Rejecting the current paradigm of large-scale AI is 
necessary to fight the information and power asym-
metries vested in AI. This is the quiet part that we 
must say out loud. It’s the reality we must confront if 
we are to muster the will and the creativity to shape 
the situation differently.

 
 
 

WE NEED TO RECLAIM 
THE POSITIVE 
AGENDA FOR 

PUBLIC-CENTERED 
INNOVATION, AND AI 

SHOULDN’T BE AT THE 
CENTER OF IT

Through 2024 we saw rapid momentum around the 
idea that AI development needs to be guided by 
non-market imperatives and that public and phil-
anthropic capital can be put to the task of creating 
an innovation ecosystem outside of industry.154 This 
includes a wide spectrum of proposals from think 
tanks, philanthropies, and governments ranging from 
introduction of public options to compete with private 
industry,155 to public-private arrangements aimed at 
increasing access to the inputs needed to build AI.156 
Much of this activity was captured under the umbrella 
of “public AI,” while some of the efforts spearheaded 
by government have since been termed “sovereign 
AI,”157 and more explicitly oriented around national 
security and competitiveness goals.158

While this discourse drives home the realization that 
the current market-driven trajectory of AI is an im-
poverished one for the public, the alternative solution 
space as it stands has also tended to lack specifici-
ty, vision, and—most fundamentally—fails to follow 
through on the challenge to concentrated power, 



The trajectory of the US National AI Research  
Resource (NAIRR) holds important lessons.

 � A bold vision to contest consolidation: The motivation for 
NAIRR can be traced back to a 2021 report by the National 
Security Commission on AI, an independent public commis-
sion chaired by ex-Google CEO Eric Schmidt and populated 
by executives from many large tech companies that, unchar-
acteristically, named the problem: “The consolidation of the 
AI industry threatens U.S. technological competitiveness.”159 
By creating public computing and data resources for AI, the 
NSCAI argued, the government could support a diversification 
of the pipeline of research, talent, and businesses that could 
play in the AI space. 

 � Refocusing, and a reality check: If you can’t contest the 
market, diversify the pipeline. Right off the bat, however, the 
initiative seemed to reinforce dependencies on Big Tech, and 
objectives around combating consolidation fell away, focusing 
instead exclusively on diversifying the pipeline of AI talent and 
research. Part of this was inevitable given that state-of-the 
art computing infrastructure is expensive and hard to access, 
and the reality was that it wasn’t possible to expand access 
to bigger-is-better AI research resources through institutions 
meaningfully separate from the Big Tech companies. This 
meant public funds would eventually be routed back to the 
largest tech companies who controlled access to AI infra-
structure: the original proposal was structured as a licensing 
regime, built around cloud contracts with a rotating set of li-
censed providers on six-year terms.160 As we argued alongside 
Data & Society, “the NAIRR proposal is a tacit endorsement 
of a massive investment in large tech companies in service of 
expanding their proprietary infrastructure.”161

 � NAIRR as a public-private partnership: When NSF eventu-
ally launched the NAIRR pilot in January 2024, the initiative 
was a more involved partnership with industry AI companies. 
Alongside access to existing government supercomputers,162 
datasets, and research resources, AI companies and other 
philanthropies were invited to offer up donated resources on 
a public-private marketplace hosted by the NSF: AWS would 
support cloud credits for at least twenty research projects; 
NVIDIA would provide $24 million in computing on its DGX 

Cloud offering (which at least in part recycles data center 
access from Google Cloud, AWS, and Azure); and OpenAI 
pledged $1 million in credits for model access for research 
“related to AI safety, evaluations and societal impacts.” 163 

 � NAIRR is recast as part of a broader national competitive-
ness project: Moving further from its origin story, NAIRR has 
now been recast within the broader set of industrial policies 
aimed at strengthening US competitiveness on AI against Chi-
na. In the Biden administration’s final National Security Memo 
outlining executive action toward advancing US leadership 
on AI, NAIRR featured prominently as a means “to ensure 
that AI research in the United States remains competitive and 
innovative.” Under Trump, the future of NAIRR remains more 
uncertain, especially given wider federal funding cuts, but it 
is almost certain that the orientation will lean deeper toward 
geopolitical advantage rather than challenging industry 
concentration or diversity in talent pipelines and research 
trajectories.

This is not to say that NAIRR hasn’t provided public value—the 
pilot matched data and compute resources to over three hundred 
university researchers and others who may not have otherwise had 
this access—potentially spurring socially beneficial projects.164 Yet 
there is a glaring missed opportunity: NAIRR could have spurred 
a widely deliberative and ambitious project that defined and 
fostered the conditions for a public-interest-oriented AI. Rath-
er than building on the “bigger-is-better” trajectory in which all 
roads inevitably lead to doubling down on Big Tech infrastructure 
dependencies (fueling resources back to the same companies) or 
relying on a large, centralized state apparatus to shape the alterna-
tive vision, there was a moment for opening up space (and funding 
for) alternative research trajectories: conceptualizing a sustainable 
AI supply chain, investing in modes of data stewardship that are 
accountable to the communities technology is designed to serve, 
and widening the aperture beyond tech termed as “AI” to bring 
resources toward other technological gaps that affect the public 
(such as secure communications infrastructure).165
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 � Reinvigorate the playbook. Current public AI 
proposals rely too heavily on licensing, tax ex-
emption, and provision of credits that ultimately 
reinforce, rather than contest, the dependency 
on cloud providers. We need new mental models 
for how state capacity can contribute to public 
goods in the tech sector that don’t rehash the 
neoliberal approach characteristic of the 1990s 
and 2000s, which created these issues in the 
first place. 

 � Invest in public-sector technical expertise that 
grounds decision-making around any develop-
ment of public-interest AI in the ability to ask 
if AI is the right tool, rather than shoehorning 
how AI could be made to work. 

 � Ensure structurally disadvantaged groups have 
deliberate authority in this conversation. 

 � Resource research on alternative R&D path-
ways that aren’t adequately incentivized and 
resourced by the market to help illuminate a 
vision outside of the path dependencies of the 
current trajectory. 

 � Cultivate a community of practice around 
public benefit innovation that will shape this 
emerging and alternative space. In doing so, 
shift the focus away from only outcomes and 
toward guaranteeing more democratic inputs 
into the public-interest AI strategy, while ensur-
ing that structurally disadvantaged groups have 
deliberate authority in this conversation.

Despite current limitations, public AI is still a fertile 
opportunity space to both push a conversation around 
alternative trajectories for AI that are more structur-
ally aligned with the public interest, as well as ensure 
that any public funding in this space is conditioned on 
public-interest goals. On the government side, while 
US NAIRR is on shaky footing, states are considering 
investments in public AI resources across the country. 
A California bill recently revived a proposal for a pub-
licly owned and operated computer cluster housed 
in the University of California system called “CalCom-
pute.”166 New York established an initiative called 
Empire AI to build public cloud infrastructure across 
seven New York state research institutions, bring-
ing together over $400 million in public and private 
funds.167 Both of these initiatives create important 
sites for advocacy to ensure their resources support 
communities’ needs and do not become a vehicle to 
further enrich Big Tech resources. 

Key Directions Forward for 
Public AI Efforts

 � Join in the defense of public universities amid 
attacks on funding, tenure, and freedom of 
speech. Universities have long been embattled 
institutions, and the precarity of academia has 
contributed to capture by industry players. This 
precarity has deepened into an existential crisis 
under current political pressure: The defense of 
the ability to research and teach freely is core to 
protecting any future for public-minded AI. 
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 � Define collective or public interest as separate 
from the interest of the nation-state, recogniz-
ing that state and national security interests 
might often run counter to those of the public, 
especially to structurally disadvantaged groups 
or those vulnerable to state violence.

 � This will require creating an alternative to 
the predominant national security vision 
for public AI that superficially has the 
same starting point (concerns with unac-
countable private control over technology, 
independence) but is preoccupied with a 
vision for AI that serves the interests of the 
techno-military industrial complex over all 
others, and leads to some of the most de-
structive and life-threatening applications 
of AI.

 � Define concrete conditionalities to attach to 
public AI funding, ensuring that investment 
meets communities’ needs rather than corpo-
rate interests. These may include:

1. First, ensuring that investment neither 
depends on private industry nor leads to 
private capture. Where there is private in-
vestment, ensure that funders do not place 
research constraints or funding conditions 
on their investments.

2. Second, divert public AI investment from 
the defense industry and military expan-
sion. 

3. Third, successfully structure condition-
alities to countervail corporate interests; 
advance climate goals; and support union-
ized workers, marginalized communities, 
Indigenous land, and others harmed by 
corporate extraction.
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