Dear Sir/Madam:

The Center on Race, Inequality, and the Law at New York University School of Law ("Center") is a multifaceted institute created to confront laws, policies, and practices that lead to the oppression and marginalization of people of color. AI Now Institute at New York University ("AI Now") is an interdisciplinary research center dedicated to understanding the social implications of artificial intelligence.

We submit this public comment on behalf of the Center, AI Now and the undersigned collection of scholars in response to the Department of Housing and Urban Development’s ("HUD") proposed rule to amend the interpretation of the Fair Housing Act’s ("FHA") disparate impact standard. The Center, AI Now, and the signatories to this comment letter are particularly concerned with the use of algorithmic decision-making tools that can exacerbate existing racial disparities and racial discrimination against communities of color. HUD's proposed rule heightens the already significant burden that plaintiffs must meet to raise claims of housing discrimination, and allows defendants accused of housing discrimination to use algorithmic tools to shield themselves from liability for discriminatory behavior.

The proposed rule is concerning because: (1) it is antithetical to the purpose of the FHA; (2) it will significantly weaken the effectiveness of the disparate impact standard by enabling racial discrimination when facilitated by algorithms to escape
enforcement; and (3) by enabling racial discrimination, it will disadvantage communities of color even further in the housing market. For these reasons, we strongly oppose HUD’s proposed rule. We submit this joint public comment and urge HUD to withdraw its proposed rule in light of the following considerations.

I. The Proposed Rule Is Antithetical to the Purpose of the Fair Housing Act, Which Is to Eliminate Discriminatory Practices in Housing

1. The Fair Housing Act Was Enacted to Remedy Generations of Racial Discrimination in Housing

Housing discrimination has firmly established its place in our country’s narrative. This ugly reality circumscribed the composition of neighborhoods and communities along racial lines and has perpetuated racial inequality for generations. The federal government is not merely a passive player in all of this. Through its policies and practices, the federal government has actively shaped the housing market into its present-day unequal and discriminatory state. For example, the Federal Housing Administration’s own Underwriting Manual once dictated that “incompatible racial groups should not be permitted to live in the same communities,” denying aspiring homeowners of color the fruits of the post-war housing boom.1 Barriers like this led to diminished homeownership among Black and Brown communities, and subsequently contributed to stark wealth disparities that persist today. Numerous other government practices, such as urban renewal programs and the strategic construction of highways, also displaced families of color by demolishing their communities and subsequently limiting their access to homes and constraining their mobility to relocate outside of disinvested neighborhoods.2

In 1968, the presidentially established Kerner Commission released a report declaring that “[o]ur nation is moving toward two societies, one black, one white—separate and unequal.”3 It is in this context that the FHA was enacted on April 11, 1968, one week after the assassination of Dr. Martin Luther King, Jr. Operating as a bulwark against discrimination and a follow-up to the Civil Rights Act of 1964, the FHA prohibited discrimination concerning the sale, rental, and financing of housing based on race, religion, national origin, sex, (and as amended) handicap and family
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status. HUD, entrusted with enforcing the FHA, was charged with “eliminat[ing]
housing discrimination, promot[ing] economic opportunity, and achiev[ing] diverse,
inclusive communities by leading the nation in the enforcement, administration,
development, and public understanding of federal fair housing policies and laws.”

2. The Disparate Impact Standard is a Critical Tool for Fulfilling HUD’s Mission
to Challenge Racial Discrimination

The wide-ranging harms inflicted by housing discrimination cannot be
adequately rectified without the disparate impact standard. The proposed rule
effectively undermines the strength of this safeguard and imposes unnecessary
barriers to disparate impact claims that have the ability to root out an array of
discriminatory housing practices that would otherwise go unchecked. Disparate
impact claims are employed to challenge exclusionary zoning practices that harm
people of color and the destruction of housing under the guise of “urban renewal.”
Disparate impact claims are also a tool to challenge the adverse effects of
neighborhood preference policies, arbitrary landlord screening practices, and racially
discriminatory mortgage underwriting and home insurance standards. Disparate
impact liability is triggered “even if the practice was not motivated by a
discriminatory intent.”

On June 25, 2015, the Supreme Court upheld and recognized the critical role
that the disparate impact standard plays in Texas Department of Housing and
that function unfairly to exclude minorities from certain neighborhoods without any
sufficient justification . . . reside at the heartland of disparate-impact liability.” The
current HUD rule governing disparate impact claims is consistent with the Inclusive
Communities decision.
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screening product).
8 24 C.F.R. § 100.500 (2019).
Past practices continue to exert a striking contemporary impact. For example, neighborhoods once “redlined”—marked by the Home Owners’ Loan Corporation as hazardous risks to creditors due to the prevalence of residents of color—continue to experience “both economic disadvantage and majority-minority presence.” And HUD’s own programs continue to subject Black renters to segregated conditions and fewer housing options.

Despite HUD’s acknowledgement that housing “[d]iscrimination isn't always obvious,” with this proposed rule, the agency is taking extraordinary steps to dismantle the very protections and tools that counteract the often covert policies and practices that disparately impact on communities of color. In light of both HUD’s history of culpability and its mandate to affirmatively further fair housing, it is incumbent upon HUD to ensure that people of all races can participate equally in the housing market.

II. The Proposed Rule Will Significantly Weaken the Effectiveness of the Disparate Impact Standard by Enabling Racial Discrimination Facilitated by Algorithms to Escape Enforcement

1. The Use of Algorithmic Tools Can Perpetuate Racial Discrimination

Algorithmic tools operate within the historical and social context of the data they use. This means that the destructive racial and social conditions of our society are reflected within housing data and, in turn, the algorithmic tools that are trained upon it. Therefore, while some argue that algorithms are favorable because they are trained on extensive, empirically accurate, and objective data, such data actually reflects existing and historical social inequities as well as discriminatory institutional values, systems, and practices. One such example can be seen in the context of predictive policing algorithms, for which the training data frequently reflects historical police practices and policies rather than the actual prevalence and
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11 Elizabeth Julian & Michael M. Daniel, HUD-Assisted Low-Income Housing: Is It Working and for Whom?, POVERTY & RACE, July–Aug. 2009, at 3, 6–7, https://www.prrac.org/newsletters/julaug2009.pdf (finding that the “unavoidable conclusion one comes to after reviewing the somewhat tedious data in the HUD report is that poor Black renters, as a result of accepting HUD rental assistance, will be subjected to worse conditions or more segregated conditions, or both”).
12 Examples of Housing Discrimination, U.S. DEP’T HOUSING & URB. DEV., https://www.hud.gov/program_offices/fair_housing_equal_opp/examples_housing_discrimination. HUD’s first example of housing discrimination on its Office of Fair Housing and Equal Opportunity website is the story of “John.” John’s landlord rejects his application on the pretense of a negative recommendation from John’s past landlord. Following an investigation into the present landlord’s practices, HUD finds a pattern of discrimination based on race and color.
frequency of crime. Yet because racial discrimination in housing has been so historically prevalent, even a predictively accurate algorithm that is based on data which accurately reflects historical conditions will reproduce racial bias and discriminatory outcomes.

Algorithmic tools are also subject to the biases of individuals and institutions that create and design them. Individual and institutional bias can be introduced at many different stages, including framing the problem that the algorithm is designed to solve, choosing what metrics to optimize for, collecting and preparing the data, developing the model that guides the performance of the tool, and deciding how to present that information to practitioners.

The pervasive nature of racial bias has led researchers across a variety of sectors including computer science, criminal justice, education, health, and employment to conclude that algorithmic tools carry the vast potential to disproportionately affect the lives of communities of color by perpetuating and concealing inequality and racial discrimination.

Any introduction of guidelines, protocols or procedures relying on algorithmic tools must therefore acknowledge that the undue influence of race will play a key role in the design, implementation, and effect of algorithmic tools. Comprehensive and established guidelines must be established to mitigate these effects, ensuring that algorithmic tools are adequately accounted for and that communities of color are protected.


2. Racial Discrimination by Algorithms Already Contributes to Housing Inequality

In housing, algorithmic tools used for mortgage underwriting (such as credit scoring\textsuperscript{17} and disqualification),\textsuperscript{18} tenant screening practices,\textsuperscript{19} and social media advertising\textsuperscript{20} have all been found to discriminate against communities of color.\textsuperscript{21} One such example can be seen in HUD's 2016 guidance statement that an algorithm that considered criminal records as a way to exclude rental applicants disproportionately harmed Black and Latinx populations.\textsuperscript{22}

Accordingly, while we recognize that it is appropriate to assess individuals for housing applications and that algorithms can play a role in this assessment, safeguards must be established to prevent the exacerbation of racial harms and social exclusion experienced by communities of color. Yet the proposed rule fails to acknowledge the potential misuse of, or negative outcomes produced by, these


\textsuperscript{18} Susan Saegert et al., \textit{Mortgage Foreclosure and Health Disparities: Serial Displacement as Asset Extraction in African American Populations}, 88 J. Urb. Health 390 (2011), https://link.springer.com/article/10.1007/s11524-011-9584-3 (finding that mortgage foreclosure is a way of serial displacement highlighting the current crisis in the context of historically repeated extraction of capital). The paper finds that for Black households, this reflects structural inequality in health and housing. The scale of displacement makes a large difference for this community.


algorithmic tools or provide substantial safeguards or protections against these harms. In fact, the proposed rule gives unprecedented deference to mortgage lenders, landlords, banks, insurance companies, and others in the housing industry, placing potential tenants and homebuyers of color at a severe disadvantage.

3. The Proposed Rule Will Encourage, Facilitate, and Exacerbate Racial Discrimination by Algorithms in Housing

The proposed rule encourages and facilitates discrimination by providing those in the housing industry with new ways to discriminate and conceal discriminatory motives with the protection of the law, and it thus dramatically reduces their responsibility for discriminatory outcomes. In addition, because of the discriminatory nature of housing algorithms, the rule will enable discrimination even in cases where housing industry actors had no intention to discriminate. When a plaintiff alleges that the cause of discrimination is attributable to an algorithmic tool, the proposed rule creates three defenses that absolve the defendant from responsibility. The three defenses against claims of discrimination by algorithm provides such parties with a feasible pathway to both intentionally and unintentionally discriminate with little accountability. As detailed below, the defenses themselves are therefore inherently flawed, making it more difficult for plaintiffs to successfully challenge racial discrimination and exacerbating racial inequality in housing.

The First Defense

The first defense allows parties in the housing industry to rely on algorithmic tools provided the inputs “do not rely in any material part on factors that are substitutes or close proxies for protected classes under the FHA.” However, there are significant challenges relating to the use of proxies in algorithmic tools.

The emphasis upon substitutes or close proxies suggests that there is a hierarchy of relevant proxies for protected classes. In fact, the scope and hierarchy of close and relevant proxies is impossible to define in an algorithmic tool given the
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social construction and changing nature of many protected classes. As noted by computer and information scientists, “how we measure race often changes how we conceive of it, and changing conceptions of race may force us to alter what we measure.” In the context of race, proxies that were once considered far removed from race may now be construed as racial in nature. As a practical matter, the cost of proving that a given factor is a proxy may make prosecuting many legitimate discrimination cases economically infeasible.

In a society as racially stratified as ours, many things seemingly unrelated to race can act as proxies. Machine learning algorithms “learn” from historical data to identify patterns of related attributes or activities that can collectively serve as proxies for protected groups. For example, the well-known history of racially segregated housing would suggest that neighborhoods and zip codes could reasonably be considered as close proxies for race. Yet the power of machine learning lies not just in finding salient connections, but in “producing novel insights that probably couldn't have been revealed in any other way.” This means that many factors that seem unrelated to race—such as musical taste, the number of “likes” on a social network such as Facebook, and a network of friends—can act as proxies for race. The challenge is that there is no clear way of knowing how “close” an attribute is in order for it to be considered “a close proxy or substitute” for a protected group. Even attributes that appear themselves to be unrelated to protected categories can, when combined with other attributes, collectively be close proxies for protected categories. Whether an attribute serves as a proxy for a protected category depends in part on factors such as what dataset is being used and what other attributes are included. It is therefore impossible to identify whether a specific attribute is a close proxy. Almost all algorithmic patterns are infused with data that could be construed as substitutes or proxies for race. But the proposed rule’s limited focus on “close proxies” ignores this essential fact.
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26 See e.g., Ian Haney Lopez, The Social Construction of Race, 29 HARV. C.R.-C.L. L. REV. 1 (1994), https://scholarship.law.berkeley.edu/cgi/viewcontent.cgi?article=2815&context=facpubs (explaining that the law plays a significant role in carving out notions of race often reflecting, or working in tandem with societal norms and culture; by relying on jurisprudence, Lopez notes that throughout history, the notion of race as it pertains to different groups has changed); Angela Onwuachi-Willig, Race and Racial Identity Are Social Constructs, N.Y. TIMES (Sept. 6, 2016), https://www.nytimes.com/roomfordebate/2015/06/16/how-fluid-is-racial-identity/race-and-racial-identity-are-social-constructs (explaining that while the concept of race is socially constructed and fluid, the social, political and economic meaning attached to racial groups has remained the same).


31 See, e.g., Barocas, supra note 24, at 712.

32 Id. at 720.
The first defense also allows those in the housing industry to rely on an algorithmic tool provided that the model “is predictive of credit risk or other similar valid objective.” But even a tool that is predictive can still be discriminatory. Indeed, given the deeply racialized nature of housing in the United States, many predictions that accurately forecast risk will do so in part or whole by using attributes that identify or are correlated with the race of the subject. In the context of housing, it would be almost impossible for a model to make accurate predictions without making decisions based on race.

Moreover, while algorithms rely upon a range of patterns in order to make predictions, what constitutes reasonable predictive accuracy varies greatly according to context and involves tradeoffs. A comparative example illustrates this point: algorithmic tools used to classify radiographs can have a predictive accuracy measure of 0.98, while recidivism prediction models tend to have a predictive accuracy measure of approximately 0.7. Given the context-specific nature of “predictive accuracy,” it is difficult to determine by what standard or means a model could be deemed sufficiently predictive of credit risk. This ambiguity would again make it exceedingly difficult for plaintiffs to succeed against this defense. It would likewise make it easy for those engaging in housing discrimination to escape liability.

The Second Defense

The second defense permits those in the housing industry to rely on algorithms that may have a discriminatory impact, provided they were developed by “a recognized third-party that determines industry standards.” This defense raises serious concerns given the lack of transparency surrounding the use of third-party vendors and the lack of uniformity in industry standard setting.
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34 See supra Section 1.
35 Sam Corbett-Davies et al., Algorithmic Decision Making and the Cost of Fairness, 23 PROC. ACM SIGKDD INT’L CONF. KNOWLEDGE DISCOVERY & DATA MINING 797 (2017), https://dl.acm.org/citation.cfm?id=3098095/ (finding that accuracy and fairness of a machine learning model can be in tension).
The onus-shifting approach to third-party vendors is troubling. It provides those in the housing industry with little incentive to evaluate the potential discriminatory effects of the algorithmic tools that they are using. Some may argue that this defense follows a similar approach to §230 of the Communications Decency Act, which provides legal protection for content produced by online providers who use third-party intermediaries to host or republish speech online. Yet even the broad protection offered under §230 exhorts online providers to monitor and eliminate the worst of that content and does not absolve online providers from complete responsibility.\textsuperscript{39} The proposed HUD defense fails to incorporate this type of provision and enables those in the housing industry to shift their responsibilities onto third-party vendors.

This defense is particularly troubling given the opaque nature of algorithmic tools and the challenges to transparency and accountability that accompany them. For instance, the Center and AI Now, in 2018 and 2019 Litigating Algorithms Reports, highlighted legal challenges to algorithmic tools used in education, public benefits, and criminal justice, where third party vendors used broad, and ultimately illegitimate, trade secrecy or confidentiality claims to obstruct efforts to examine the algorithm.\textsuperscript{40} Due to trade secrecy laws and non-disclosure agreements, third-party developers are generally free to design algorithmic tools within a “black-box.”\textsuperscript{41} Details pertaining to how algorithmic tools are designed and created are therefore inaccessible to those who may wish to challenge the use of an algorithmic tool.\textsuperscript{42} This makes any effort to hold third parties accountable extremely challenging. Researchers and scholars have already noted the tension between trade secrecy and transparency, and have called for mechanisms to be put in place to make these processes more transparent and accountable.\textsuperscript{43}

\textsuperscript{43} See, e.g., Joshua A. Kroll et al., Accountable Algorithms, 165 U. PA. L. REV. 633, 636 (2017) (observing that “accountability mechanisms and legal standards that govern decision processes have not kept pace with technology” and arguing that “[c]itizens, and society as a whole, have an interest in making these processes more accountable).
Yet HUD’s proposed defense steps away from these recommendations and encourages an approach that increases third-party opacity. As we have seen in other contexts, such as policing, the lack of third-party transparency can lead to third-party vendors having an undue influence on direct service providers. In the housing context, this could have drastic consequences for communities that are already marginalized and subject to racial discrimination.

The reference to industry standards raises further cause for concern. There is no criteria that determines industry standards for standard-setting boards to follow when regulating algorithmic models. Even within the research community, there are ongoing debates about what standards or metrics should govern such models. This challenge, along with the highly politicized nature of industry standard setting, has been observed in the context of newly created Wifi connectivity standards, privacy certifications, and DRM-protected video. The result is that third-party developers are free to design and implement algorithmic tools with no requirements to test the data sets or the algorithms that are used, no regulation, no oversight, and no clear standards by which to test the models against.

HUD has provided no guidance regarding the industry standards required of third-party developers. Yet even if they had, there is no current method or standard in place that would ensure that algorithmic tools are “discrimination proof.” As noted in the examples above, industry standard creation is an inherently political process that will likely undermine the societal goal of reducing discrimination in housing. Even the most advanced systems still pose a risk of amplifying and perpetuating structural or systemic bias. Unlike the proposed rule suggests, it is
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48 Sandra G. Mayson, Bias In, Bias Out, 128 YALE L.J. 2218, 2230–51 (2019), https://www.yalelawjournal.org/pdf/Mayson_p5g2tz2m.pdf (describing how attempts to standardize racial equality are hampered by the lack of consensus on definitions and adequate technical approaches to balance the tradeoffs of varying notions of equality in the criminal justice context); Jon Kleinberg et al., Inherent Trade-Offs in the Fair Determination of Risk Scores, 8 PROC. INNOVATIONS THEORETICAL COMPUTER SCI. (2017), https://arxiv.org/pdf/1609.05807.pdf (describing how different notions of “fairness” in algorithms are inherently in conflict with one another).
unclear what industry is best suited to create standards that could mitigate discrimination.

The Third Defense

The third defense permits those in the housing industry to rely upon a neutral third-party expert to analyze the algorithm and determine that the inputs are not substitutes for protected characteristics. The defense seems to suggest that a third-party expert could determine whether the inputs for the algorithmic tool were intended to be discriminatory. As described above, however, it is unclear and likely impossible to determine how this could be proven. Research on data privacy has shown that “one can never know what information may later be extracted from any particular collection of big data”;49 by the same token, it is impossible to determine that any piece of information could not (either now or in the future) be connected to race and used to create discriminatory models.

While biased tools can sometimes be identified by following the discriminatory effects of an algorithmic model, it is less clear what the absence of bias looks like in the design process and what could constitute a “fair” algorithmic tool.50 Indeed, there are myriad definitions of what it means for a machine learning model to be “fair,”51 and those definitions are often in tension with one another.52 While a third-party expert may claim that an algorithmic model is fair, there are no approved standards that state what constitutes “fair” and whether the determination of fairness aligns with societal and constitutional notions of equality. In fact, researchers have shown that common notions of “fairness” are in tension with broader notions of justice and equality.53 The term “fairness” may also differ for third-party experts when compared to the impact that it has on communities. Finally, there is no way to determine the credibility of experts. No standards currently exist to assess which experts could confirm that tools are “fair” and will produce racially equitable outcomes.

HUD claims that these defenses “are not intended to provide a special exemption for parties who use algorithmic models, but merely to recognize that additional guidance is necessary in response to the complexity of disparate impact
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50 Hao, supra note 15.
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cases challenging these models.” However, in practice, the proposed rule provides just such an exemption, by imposing a burden on plaintiffs to interrogate opaque systems and to prove what algorithmic fairness means, in the absence of any standard to do so.

An Onerous and Unreasonable Burden upon Plaintiffs

The broad defenses that the proposed rule would grant defendants are complemented by the onerous burden placed on plaintiffs. Under the proposed rule’s five point prima facie evidentiary test, plaintiffs would need to essentially establish the elements of their claim at the outset of the case, prior to any discovery process.

This heavy burden, which will disqualify many meritorious claims, is particularly ill-suited to cases involving algorithmic tools. As discussed, the internal workings of algorithmic tools are frequently hidden within a “black box” that prevents outsider analysis under ordinary circumstances. For example, in *Houston Federation of Teachers, Local 2415 v. Houston Independent School District*, the court found that open discovery was essential to understanding the inner workings of an algorithm established to improve teaching quality by providing a standardized assessment of teachers. The plaintiffs were successful on due process grounds, with the court noting that without open discovery, it was almost impossible for teachers to access, understand, or act on their own evaluations. Without access to discovery, it is highly implausible that a victim of a racially discriminatory algorithmic tool will possess the information to capably contest the validity of an algorithmic tool’s inputs or to otherwise discuss the tool with the specificity that the proposed rule would require.

III. By Enabling Racial Discrimination, the Proposed Rule Will Disadvantage Communities of Color Even Further in the Housing Market

1. **The Housing Market Is Already Rife with Racial Discrimination**

The challenges that algorithmic tools pose and the broad defenses that the proposed regulation offers to defendants will make it substantially more difficult for plaintiffs with meritorious claims to obtain relief. This is especially troubling because even with existing protections, the realm of housing is plagued with racial discrimination and inequality.
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This discrimination and the racial inequality that results manifests in a variety of forms. A mortgage loan is often a requirement for buying a house. Yet Black and Latinx borrowers face unique obstacles in acquiring such loans. A recent lawsuit against Wells Fargo, for example, revealed that Black borrowers who qualified for regular loans were 2.9 times more likely than similarly situated White borrowers to be directed to a subprime loan and Latinx borrowers 1.8 times more likely, thus encumbering Black and Latinx borrowers with higher interest rates and unconscionable terms. Further data indicated that in Chicago, relative to similarly situated White customers, customers who borrowed $300,000 through an independent broker paid an average of $2,937 more in broker fees if Black and $2,187 if Latinx.58

Wells Fargo is not alone in these types of practices,59 nor are banks the only actors at fault. Courts have recognized that there is a “direct connection of availability of property insurance and ability to purchase a house.”60 Yet property insurers have overcharged or denied coverage to residents of Black neighborhoods, further restricting free and fair access to the housing market.61

Buyers and renters of color face additional discrimination in the housing market even when they can acquire adequate funds. A 2012 HUD-sponsored study found that homeseekers of color are shown and told about fewer homes than White homeseekers.62 And homeseekers of color who get beyond this stage must then


59 See, e.g., Richard Rothstein, A Comment on Bank of America/Countrywide’s Discriminatory Mortgage Lending and Its Implications for Racial Segregation, ECON. POL. INS. (Jan. 23, 2012), https://www.epi.org/publication/bp335-boa-countrywide-discriminatory-lending; see also EMMANUEL MARTINEZ & AARON GLANTZ, CENTER FOR INVESTIGATIVE REPORTING, HOW REVEAL IDENTIFIED LENDING DISPARITIES IN FEDERAL MORTGAGE DATA (2018), https://s3-us-west-2.amazonaws.com/revealnews.org/uploads/lending_disparities_whitepaper_180214.pdf (finding based on 2015 and 2016 records that “in certain areas of the country, people of color were more likely to be denied a conventional mortgage than white applicants, even after controlling for a wide array of economic and social factors”).


content with racial discrimination on the part of sellers and renters. In addition to explicit racial discrimination, sellers discriminate through the use of nominally race-neutral screening factors that apply in a highly racialized manner. HUD has recognized this problem and the importance of adequate redress.

For Black homeowners, the ultimate acquisition of a house does not signal an end to racial discrimination in housing. A recent Brookings Institution study found that homes in neighborhoods where the residents are 50 percent Black are valued at about half the price of homes in neighborhoods without any Black residents. Considering whether this could be explained by non-racial factors, the study concluded that “we are left with the fact that a square foot of residential real-estate is worth 23 percent less in neighborhoods where half the population is black compared to neighborhood with few or no black residents, even after adjusting for housing quality and neighborhood quality.” This devaluation of Black homes has resulted in a cumulative loss of $156 billion. Additionally, homeowners of color are disproportionately subjected to improper enforcement of local laws and regulations that can result in illegal seizures and foreclosures, undermining the opportunities for building wealth that homeownership offers.

64 See, e.g., Esme Caramello & Nora Mahlberg, Combating Tenant Blacklisting Based on Housing Court Records: A Survey of Approaches, SARGENT SHRIVER NAT’L CENTER ON POVERTY L. (Sept. 2017), https://www.povertylaw.org/clearinghouse/article/blacklisting (discussing one “fair housing challenge to a landlord’s blanket policy of rejecting or adversely treating any tenant with a record of a housing court case,” despite the fact that “in the county of the lawsuit, African Americans are almost four times more likely than whites to have been sued in an eviction case, and African American women are sued more than five times as often as households headed by white men”); Jennifer Safstrom & Rachel Goodman, Lawsuit Challenges Discriminatory Housing Policy in Chesterfield County, Virginia, ACLU (June 4, 2019, 12:00 PM), https://www.aclu.org/blog/racial-justice/race-and-economic-justice/lawsuit-challenges-discriminatory-housing-policy (discussing a challenge to a landlord’s blanket ban on tenants with felony convictions, even though “individuals who are Black represented 46% of those convicted of a felony between 2007 and 2017 [in the county], despite only accounting for 22% of the population”).
65 See OFFICE OF GEN. COUNSEL, supra note 22 (noting that since “African Americans and Hispanics are arrested, convicted and incarcerated at rates disproportionate to their share of the general population. . . . [C]riminal history-based restrictions on housing opportunities violate the Act if, without justification, their burden falls more often on renters or other housing market participants of one race or national origin over another”).
2. Racial Discrimination in Housing Has Substantial Collateral Effects

Racial discrimination in housing is not only a profound wrong in itself, but one that substantially affects other areas of life. Wealth accumulation, involvement with the criminal legal system, education, and health are all shaped by housing discrimination. For most American families, a house is one of their most valuable assets. However, homeownership rates and typical home equity vary greatly along racial lines, with Black and Latinx individuals sharply disadvantaged. The encumbrance of homeseekers of color with excessive mortgage interest rates, property devaluation, and other discriminatory measures thus contributes significantly to the growing racial wealth gap in the United States.

This spillover effect of housing discrimination can also be seen in the criminal legal system. In Boston, for example, one study found that, controlling for crime and other non-racial factors, the number of police-civilian interactions in a neighborhood was driven by the concentration of Black residents. Similarly, statistical data submitted in New York’s stop-and-frisk cases showed that the numbers of stops per crime were highest in areas with the highest concentration of Black residents. The racially concentrated state of America’s neighborhoods—an inevitable result of racially discriminatory housing practices—can only encourage this brand of racially-targeted law enforcement.

Racial segregation in housing also engenders racial segregation in schooling. Since most school districts rely on residence-based school assignment and a large portion of school district funding is derived from local property taxes, housing discrimination is also a primary driver of the extreme racial segregation and resource

68 LAURA SULLIVAN ET AL., INSTITUTE FOR ASSETS & SOCIAL POLICY, BRANDEIS UNIVERSITY & DEMOS, THE RACIAL WEALTH GAP: WHY POLICY MATTERS 9 (2015), https://www.demos.org/sites/default/files/publications/RacialWealthGap_1.pdf (finding that “73 percent of whites as compared to 47 percent of Latinos and 45 percent of Blacks” own homes, and that typical home equity is “$86,800 for white homeowners at the median as compared to $50,000 for Black homeowners and $48,000 for Latino homeowners). 69 See id. at 13 (finding that “[e]qualizing wealth returns to homeownership raised wealth among Black and Latino families while white wealth was held constant, significantly reducing the racial wealth gap” and that “[e]qualizing the returns to homeownership reduces the wealth gap between white and Black families by” 16 percent and between White and Latinx families by 41 percent)
disparities in public schools. For example, a recent Washington Post investigation found that children throughout the country “remain locked in deeply segregated districts,” and that Black students—also more likely to grow up in impoverished neighborhoods—are especially likely to be enrolled in segregated districts.

Housing discrimination even endangers the health of its victims. Even at higher income levels, families of color are still subjected to racial discrimination and thus more likely than similarly situated White families to live in high-poverty neighborhoods. Such neighborhoods present greater risks to children, including exposure to lead and vermin, fewer safe spaces for play, and more limited access to nutritious food. As HUD has written, “for people residing in neighborhoods of concentrated poverty, a number of neighborhood level indicators are linked to important outcomes . . . . [E]ducation, psychological distress, and various health problems, among many other issues, are affected by neighborhood characteristics.” And when Black homeowners face foreclosure, as mortgage discrimination makes more likely, it brings with it a host of dangers both to the health of individuals and to the social cohesiveness of the community.
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More protection is needed for buyers and renters of color—not less. This includes protection from algorithmic tools, which have contributed to racial discrimination even without the broad defenses that the proposed rule would create. By weakening existing protections in general and with regard to algorithmic tools specifically, the proposed rule will only exacerbate racial discrimination in housing, with devastating effects for communities of color.

Conclusion

Racial discrimination in housing has a long, disturbing history. It was a predominant practice and policy of the Jim Crow era and a major focus of the civil rights movement, exemplified by Dr. Martin Luther King, Jr.’s 1966 campaign in Chicago for fair housing. In enacting the FHA, the federal government signaled its will to combat this manifestation of racism. Although racial discrimination continues to be all too prevalent in the realm of housing, the FHA has served as an important legal tool in challenging it.

If HUD adopts this rule, it will dramatically undermine the FHA, enable racially discriminatory housing practices, and further disadvantage communities of color more generally. At a time when racial discrimination increasingly manifests through the use of algorithmic tools alongside explicit, intentional racially discriminatory action, the animating spirit of the FHA demands that HUD reject a proposed rule that will erect impossibly high hurdles for countless victims of racial discrimination. We therefore urge HUD to withdraw the proposed rule.

Sincerely,

Deborah N. Archer  
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Ruha Benjamin  
Associate Professor of African American Studies, Princeton University

Meredith Broussard  
Associate Professor, New York University

existing health disparities between African Americans and whites, socially and spatially,” as well as how foreclosures cause neighborhoods to “gain hazards including vacant properties and their negative effects on crime, public safety, and health”).
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