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Public schools are increasingly turning to invasive technological solutions to address a wide range of school safety issues. Because events like school shootings are both nuanced and politically or socially charged, school administrators often rush to embrace technological tools without proper consideration or community consultation. The risks, concerns, and bureaucratic pitfalls of this approach are most salient in the context of biometric technologies used in schools. This case study examines the controversial move by a school district in Lockport, New York, to implement a facial and object-recognition system, and the community-driven response that sparked a national debate and led to state-wide legislation regulating the use of biometric technologies in schools.

FACIAL RECOGNITION SURVEILLANCE IN SCHOOLS

Surveillance technologies are becoming a norm in many public schools.¹ School administrators are turning to a rapidly growing market of “free”² or subsidized tools that monitor student emails for concerning phrases, measure student bathroom breaks, proctor exams, or provide real-time
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¹ Circumstances leading to increased adoption of surveillance technologies in schools may vary by country. This chapter focuses on the United States.
alerts of potential crises, often without proper consideration or community consultation. School administrators have shown significant interest in biometric and other access-control technologies for targeting nuanced school safety issues, with few existing regulations to hold them back. In 2019, Wired "identified eight public school systems, from rural areas to giant urban districts, that have moved to install facial recognition systems," though national use statistics remain unknown.

Because these technologies can be enabled as "add-on" features or easily integrated with existing systems used by a school or school district (e.g., closed-circuit television), administrators often adopt or test them without fully considering the risks they entail. For example, school administrators may face legal obligations regarding the storage and use of biometric data, and may not have policies in place to deal with a data breach or sufficient funding available for maintenance of these systems.

Biometric technologies present a veneer of social control or risk mitigation, but in reality they pose unique social and legal concerns for students, particularly in the K–12 setting. Though students have some enhanced data-privacy protections and greater expectations regarding government oversight and enforcement, they are particularly vulnerable because the consequences of privacy and other legal violations may not be immediately felt or obvious. Moreover, for decades, critical scholars and educators have criticized these types of reactionary educational policies and practices because they are not long-term solutions. Indeed, they tend to reproduce, maintain, and naturalize structural inequities that pervade the American education system and allow policymakers to avoid necessary structural reforms.

Internationally, some national authorities have opposed facial recognition and other biometric technologies in schools, finding some uses in schools to be unlawful although not banning the


use of the technology in other settings. At the same time, several states and localities have passed or are considering laws that will ban government use of facial recognition technologies, which applies to public schools. US civil society organizations Fight for the Future and Students for Sensible Drug Policy created a campaign to ban use of facial recognition technology on college campuses. This campaign successfully forced the University of California Los Angeles (UCLA) to reverse its plans to implement facial recognition for campus security, and has garnered support from teachers’ unions that are expanding the campaign’s call to extend to K–12 schools.

In 2019, New York became the first state to introduce legislation that explicitly sought to bar school districts from purchasing biometric surveillance technologies, and directed the State Education Commissioner to conduct a study on the use of such technologies in schools and issue statewide recommendations. This legislation was in response to and in collaboration with a community-led advocacy effort in Lockport, New York.

LOCKPORT, NEW YORK: A CASE STUDY IN COMMUNITY-DRIVEN PUSHBACK TO FACIAL RECOGNITION IN SCHOOLS

In 2014, New York voters approved the Smart Schools Bond Act (SSBA), which set aside $2 billion for school districts to “improve learning and opportunity for students throughout” New York State. An inconspicuous provision within the SSBA allowed school districts to utilize the


funds on “high-tech security” projects, with little guidance. The SSBA is a reimbursement scheme that requires school districts to submit proposals and records of community engagement to the Smart Schools Review Board for review and approval.\(^{17}\)

Since 2014, many school districts have applied for and obtained reimbursement for funding to acquire student instructional technology, such as laptops, smart boards, and 3D printers, and to upgrade aging internet and Wi-Fi systems.\(^ {18}\) As part of the application process, districts must certify that they have engaged stakeholders on the projects—specifically requiring that parents, students, teachers, and the community be notified of the project. Districts are also required to hold a public hearing about the proposals and post the proposal documentation on the district’s website for at least thirty days.\(^ {19}\) Ostensibly, these requirements are designed to ensure that school community members are able to give input about the wisdom of the district’s proposed use of state funding.

In 2016, the Lockport City School District proposed the use of $3,810,833 in SSBA funds for “new cameras and wiring...to provide viewing and automated facial and object recognition of live and recorded surveillance video,” as well as “additional surveillance servers...to provide enhanced storage of recorded video and processing.”\(^ {20}\) Lockport allegedly purchased the system to prevent school shootings.\(^ {21}\) It held its required public hearing on the proposal in the middle of summer break; unsurprisingly, it did not receive any comments or questions from the community about the purchase.\(^ {22}\) Lockport certified that it had engaged with all required stakeholders and its proposal was approved by the Smart Schools Review Board in November 2017.\(^ {23}\)

The first public criticism of the project started in February 2018 when the local newspaper, the **Lockport Union-Sun & Journal**, published a piece on one of two resolutions approved at the February 2018 Lockport school board meeting.\(^ {24}\) The resolution was to allow the use of “a new facial and shape recognition software” in the school system.\(^ {25}\) Lockport resident and parent Jim Shultz was alarmed by the revelation and wrote an article in his opinion column for the newspaper questioning the need for such a system, underscoring other, better uses for the funds, and
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\(^ {17} \) The makeup of the Smart Schools Review Board is governed by statute and is comprised of the Commissioner of the New York State Education Department, the Director of the Office of the Budget, and the Chancellor of the State University of New York, or their designees. N.Y. Educ. Law § 3641(16)(a)(2).


\(^ {22} \) Lockport City School District, Regular Board Meeting Minutes, August 17, 2016, https://www.lockportschools.org/site/default.aspx?PageType=14&DomainId=1298&PageId=9632&pageinstanceId=11244&view=1e008a8a-8e8a-40e0-9472-a8f4a723a4a7&IsExpandedView=True.


\(^ {25} \) Ibid.
warning of the risks to privacy for students and teachers. Shultz created a petition asking the school district to put the project on hold and to schedule a public hearing to receive input from the community. The petition, signed by over a hundred Lockport residents, raised additional questions about the district's engagement with stakeholders, potential conflicts of interest between the district and the security consultant that pitched the product, and the effectiveness of the system.

After the petition was turned in, the Lockport Journal editorial board called on the district to postpone its scheduled vote to award an installation contract for the system. Despite this call to action, the Lockport school board approved the contract. Shultz then called for residents to vote down Lockport's proposed school budget until the district agreed to stop its facial recognition proposal, but was unsuccessful. The Lockport Journal, however, continued to run pieces on the dangers of facial recognition technology, questioning its accuracy and, in particular, discrepancies in the systems' ability to identify people of color. Shultz wrote monthly columns about the project, and enlisted local support through Lockport’s Facebook group. He also solicited the help of the New York Civil Liberties Union, which targeted the district and the New York State Education Department (NYSED) with letters and requests under New York's freedom of information law.

This advocacy garnered the attention of Monica Wallace, Democrat Assembly member representing New York's 143rd Assembly District, which borders Lockport and includes the town of Depew. Wallace was aware of the school district's proposal because the superintendent of the Depew Union Free School District had expressed interest in obtaining the same system. Wallace reached out to advocates in an effort to understand the concerns. As a lawyer and parent, she understood the tension between safety and privacy, but worried that the system had the potential to do more harm than good.

28 Ibid.
34 Assemblymember Monica P. Wallace, https://assembly.state.ny.us/mem/Monica-P-Wallace/about/.
In March 2019, Wallace introduced a bill (A6787) in the New York State Assembly that would place a moratorium on the use or purchase of any “biometric identifying technology” in a school system.36 This broad definition covers not only facial recognition technology, but any technology that uses a fingerprint, handprint, iris, retina, DNA sequence, voice, gait, or facial geometry to identify a person.37 Wallace consulted with advocates on the bill draft to make sure it addressed concerns about the system. The bill requires NYSED to commission a study on the following issues: the privacy implications of collecting sensitive biometric information; the risks of false identification for certain subgroups of individuals; whether information from the system might be shared with outside individuals, including law enforcement; the length of time information from the system can be retained; the risk of an unauthorized breach; maintenance costs; audits of the vendors; and how the technology should be disclosed to the public.38 These questions are critical for analyzing the utility, efficacy, and harms of such systems, as is involving the public in decisions relating to the use of surveillance technology in schools.

The bill requires NYSED to consult with many New York State agencies in preparing the report and requires the Commissioner of Education to hold public hearings seeking feedback from teachers, school administrators, parents, and experts in school safety, data privacy, and civil rights and civil liberties.39 In many ways, Wallace’s bill mirrors the concerns raised by residents in the community and advocates across the state and country. A senate version of the bill was introduced in April 2019.40 The bill passed the New York Assembly with a bipartisan vote of 128 to 19 on the final day of the 2019 legislative session.41 The bill was not considered in the Senate, effectively killing the bill for the 2019 legislative session and teeing up a new fight in 2020.

Meanwhile, the community continued its efforts to prevent the use of the technology. Connor Hoffman, a reporter from the Lockport Journal, attended every school board meeting and filed multiple requests for information from the school district and NYSED. Hoffman received information that had not yet been publicly disclosed about the accuracy rates of Lockport’s system, revealing that Black women are sixteen times as likely as white men to be misidentified by the system.42 The persistent reporting led to national press coverage, including a feature in the New York Times, a New York Times op-ed by Shultz, and an MTV News documentary.45 Without the diligence of concerned citizens and the local and national press, Lockport’s acquisition of the facial recognition system and NYSED’s failure to regulate this type of technology might have gone unnoticed.
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36 Sup., note 16.
37 Ibid.
38 Ibid.
39 Ibid.
41 New York State Assembly, A06787 Floor Votes, https://assembly.state.ny.us/leg/?default_fld=&bn=A06787&term=2019&Summary=Y&Actions=Y&Text=Y&Committee%26nbspVotes=Y&Floor%26nbspVotes=Y.
42 New York Civil Liberties Union v. New York State Education Department, Index No. 903807-20, Exh. 9, G-2, p. 94, Albany County Supreme Court, June 18, 2020.
45 MTV News (@MTVNEWS), “@NYCLU says tech companies are using the fear of school shootings to turn students into lab rats for experimental technology. Meet the 25-year-old reporter @hoffingtonpost who’s exposing the spread of facial recognition in schools,” Twitter, March 12, 2020, 12:31 p.m., https://twitter.com/MTVNEWS/status/1238140444927774145.
Despite the pushback, Lockport activated its facial recognition system on January 2, 2020.\textsuperscript{46} Parents and students were not notified ahead of the deployment, nor were they given a chance to publicly comment on the system.\textsuperscript{47} It remains unclear why the district pushed ahead with the system given the concerns of the community.

Despite this setback, there have been promising developments in the community’s fight against this technology. Though the 2020 legislative session was interrupted by the COVID-19 global pandemic, the bill was amended in both houses to increase the amount of time for the moratorium until July 2022 or until the Commissioner of Education explicitly authorizes the use of the technology after issuance of the report, whichever occurs later.\textsuperscript{48} The bill has widespread support from across the state and across the country, even garnering support from the United Federation of Teachers (UFT), the New York City affiliate of the American Federation of Teachers.\textsuperscript{49} During the week of July 20, 2020, the bill passed both the Assembly and the Senate, and now awaits signature by the Governor to become law.\textsuperscript{50}

In February 2020, the New York Civil Liberties Union led a town hall in Lockport attended by nearly fifty parents and concerned community members about the system. The town hall was headlined by Shultz and a recent alumna of the school district.\textsuperscript{51} For many, it was the first time they had all been in a room together to discuss the system. Several people asked the school board members in attendance why there had not been a community forum sponsored by the district to answer questions and hear concerns. Community members expressed consternation over Lockport’s lack of responsiveness, but planned to continue vocalizing their opposition and making their voices heard at school board meetings.\textsuperscript{52}

\textbf{THE IMPORTANCE OF COMMUNITY-DRIVEN POLICY ADVOCACY}

The community-driven advocacy response in Lockport demonstrates that persistent and organized public scrutiny can illuminate bureaucratic failures, shape necessary reforms, and shift narratives. The district’s decision to purchase and use a facial recognition system follows a
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\textsuperscript{47} “Something this big should have been properly told to us.” Christianna Silva, “Facial Recognition Technology Is Taking Over Schools—and Students Aren’t OK with It,” \textit{MTV News}, March 13, 2020, \url{http://www.mtv.com/news/3159161/facial-recognition-technology-schools-students-respond/}.

\textsuperscript{48} Sup., note 16.

\textsuperscript{49} This is the same organization that experimented with Clearview AI’s technology. See Michael Eisen-Rooney, “Racial Justice Groups Criticize City Teachers Union’s Use of Controversial Face Recognition Technology,” Daily News, March 27, 2020, \url{https://www.nydailynews.com/new-york/education/ny-unft-facial-recognition-20200327-mxnn5mww5dtjmrisfyq/7qq_story.html}.

\textsuperscript{50} New York Assembly Bill A6787-D, \url{https://www.nysenate.gov/legislation/bills/2019/a6787}.


\textsuperscript{52} In addition to concerns over the use of the facial recognition system, community members demanded that a beloved middle-school peer mediator’s employment not be terminated by the school district. Connor Hoffman, “Trying to Have Mr. Cheatham’s Back,” \textit{Lockport Union-Sun & Journal}, January 23, 2020, \url{https://www.lockportjournal.com/news/trying-to-have-mr-cheatham-s-back/article_a814300a-3e61-11ea-b6fa-43627916ccc3.html}.
common yet flawed pattern that government officials rely on to justify the adoption of surveillance technologies. The school district conflated an abstract or speculative risk to student safety with an objective fact of real harm. They installed an unproven and potentially ineffective system that will likely undermine students’ civil rights and liberties. Though school safety concerns are legitimate and warrant critical review, the school district’s actions demonstrated the inherently political nature of privileging certain risks and interests over community needs. Rather than consult the community to assess actual needs and concerns, the district adopted a technological solution in search of a problem.

The community-driven advocacy made the flawed logic of this approach apparent. Parents shifted the discourse from debating whether the biometric surveillance system was necessary to focusing on the real harms posed to students if the school district decided to move forward against community opposition. In particular, Shultz’s early writings on the facial recognition system emphasized the dangers to student and teacher privacy at a time when the district trivialized the idea that the system could negatively impact student privacy. In 2019, however, the superintendent of the school district reluctantly acknowledged that “[p]rivacy matters are a big deal nowadays.” This emphasis on privacy is echoed in the current legislation.

Lockport also failed to acknowledge that deployment of a flawed facial recognition system could compound preexisting racial-equity concerns regarding its school safety practices and policies. For instance, the district has struggled to address existing issues of disproportionate discipline when it comes to students of color, a problem that can be exacerbated by the use of an inaccurate and racially biased facial recognition system.

During Lockport’s school board elections this year, a new slate of parents, energized by the fight against facial recognition technology, organized to run for multiple open seats on the board. This year’s voter turnout was four times higher than the district’s five-year average turnout. Though the fight in Lockport and New York State continues, this community-driven advocacy effort demonstrates the importance of empowering those directly affected by problematic government decision-making to lead the change they want to see.


54 Sup., note 31: “When the privacy issue was raised at that March meeting it was dismissed away as a joke about the likelihood of North Korea hacking into student records.”


56 Sup., note 16. The legislation requires NYSED to consider “the privacy implications of collecting, storing, and/or sharing biometric information of students, teachers, school personnel and the general public entering a school or school grounds.”


