Chairwoman Maloney, Ranking Member Jordan, and members of the Committee, thank you for inviting me to speak today. My name is Meredith Whittaker and I am the cofounder of the AI Now Institute at New York University. AI Now is the first university research institute dedicated to studying the social implications of artificial intelligence and algorithmic technologies (AI). Our work examines the rapid proliferation of AI systems through social domains such as criminal justice, healthcare, employment, and education. In particular, we focus on concerns in the areas of bias and inclusion, safety and critical infrastructure, rights and liberties, and labor. As we identify problems in each of these spaces, we work to address them through robust research, community engagement, and key policy interventions.

Until recently, I was also a longtime tech worker. I founded Google’s Open Research Group, and left the company in July 2019 after 13 years. While at Google, I led efforts to examine the ethics and fairness of AI systems. I also helped lead worker organizing, pushing back against unethical uses of Google’s technology, as well as against workplace bias and discrimination.

The widespread deployment of facial recognition technologies raises important concerns that require urgent attention from lawmakers and regulators. It is imperative that lawmakers act to protect fundamental rights and liberties and to ensure that these powerful technologies do not exacerbate inequality and enable social control as they transform core institutions and infrastructures.

In this testimony, I will make six key points:

---

1 This testimony was prepared in collaboration with staff across the AI Now Institute. It incorporates insights and research from many disciplinary perspectives, in service of offering a nuanced set of arguments and observations about a significant and complex topic. In particular, Roel Dobbe, Theodora Dryer, Genevieve Fried, Ben Green, Amba Kak, Joy Lisi Rankin, Varoon Mathur, Andrea Nill Sanchez, Deborah Raji, Rashida Richardson, and Jason Schultz all offered insights, sources, and editorial contributions.
1. **Facial recognition reflects and amplifies historical and present-day discrimination.** Even if it were possible to make facial recognition accurate for everyone, ensuring accuracy does not address the social context in which it will be deployed, and will not reduce harms like abuse and discriminatory deployment. Facial recognition allows businesses and governments to intrude into people's lives without detection, and currently there are few guardrails in place to curtail biased and oppressive uses. Facial recognition is usually deployed by those who already have power—like employers, landlords, and police—to surveil and control those who have less power. Therefore, problems like racial profiling are likely to worsen with tools like facial recognition, especially as these technologies are disproportionately deployed to surveil Black, Latinx, and immigrant communities who already face systemic oppression and overpolicing.

2. **Most facial recognition systems in use are developed and sold by private companies.** This is true regardless of whether governments or private actors are the end users. The commercial nature of these technologies means they are shielded from accountability and oversight by claims of corporate secrecy. This structural secrecy makes it difficult for the public and regulators to understand how and where facial recognition is being used, and to detect and redress harms.

3. **There is a blurry line between public and private facial recognition.** This means we need to examine commercial systems and the incentive structures driving their development even in discussions that focus on government use. Data-sharing agreements between private facial recognition vendors and government also require scrutiny. Further, many private deployments of facial recognition assume government intervention, as when retail establishments use it to “detect” shoplifters and turn them over to police.

4. **Affect recognition and facial analysis pose particular dangers.** In addition to problems with basic facial detection and identification, attempts to “recognize” emotions or “types” of people on the basis of facial expression lack sound scientific support and further embed bias and discrimination within our society.

5. **Standards and technical fixes are not enough to solve the problems with facial recognition.** Standards for facial recognition assessment and auditing are a step in the right direction; however, such technical standards will never be sufficient to ensure that facial recognition is just or ethical. Further, narrow or weak standards run the risk of providing “checkbox certification,” allowing vendors and companies to assert that their technology is safe and fair without accounting for how it will be used, or its fitness for a given context. If such standards are positioned as the sole check on facial recognition systems, they could function to obfuscate harm instead of mitigate it.

6. **It is time to halt the use of facial recognition in sensitive social and political contexts, by both government and private actors.** Facial recognition poses an
existential threat to democracy and liberty, and fundamentally shifts the balance of power between those using facial recognition and the populations on whom it’s applied. This is true both in government and commercial contexts. While auditing standards and transparency are necessary to answer fundamental questions, they will not address these harms. It is urgent that lawmakers act to halt the use of facial recognition in sensitive social and political domains until the risks are fully studied and adequate regulations that center the communities most affected are in place.

In this testimony I use the broad term “facial recognition” to include a range of technical capabilities, including face detection (recognizing a face in an image), facial identification and verification (recognizing a single face, and distinguishing it from others), and facial analysis (inferring demographics, identity, and interior traits based on face data). While these constitute discrete capabilities that are often treated separately within the AI research field, the deployment of these tasks raises shared concerns. These functions are also often linked or packaged together, as when facial analysis is sold as an “add-on” to facial recognition products. Furthermore, many systems for facial analysis are trained on the same datasets used to develop facial recognition and face-detection systems, meaning that bias and limitations from those datasets can affect performance on all tasks.³

Facial recognition is inaccurate and reflects and amplifies historical and present-day discrimination

In weighing the use of facial recognition, it is important to recognize that in most cases, the “user” of a facial recognition tool is not the general public. The user is the business or government that licenses facial recognition systems from technology companies, applying it across a range of diverse applications—from choosing which job candidate to hire, to detecting shoplifters, to identifying criminals. Facial recognition provides businesses and governments with powerful biometric surveillance tools that increase their reach into people’s lives, facilitating monitoring and control without clear guardrails.

---

² The majority of facial recognition systems in deployment use 2-D images as training data. Some facial recognition systems also use thermal data and other face data collected by sensors, sketches, video, or 3-D images.
Members of the general public have very little say over the application of the technology, although they are frequently the targets of its use. Those surveilled and targeted by facial recognition are very often unaware it is being used to surveil them and to shape decisions about their lives. Nor are they informed of the systems and companies capturing and processing their biometric data. Whether it’s applied by governments or private actors, facial recognition is usually deployed by those who already have power—like employers, landlords, and police—to surveil and control those who have less power.

Many current uses undermine the constitutional rights of free association, free expression, and due process, while also enabling suspicionless surveillance and social control. A clear example of this tendency is the partnership between IBM and the New York Police Department, in which IBM trained a facial recognition model to classify people by skin tone, using NYC surveillance footage of the public collected without consent. IBM’s system was intended to allow police to search the database by ethnicity, providing a tool for racial profiling alongside mass surveillance. Woodrow Hartzog, a law professor and privacy scholar, put it bluntly: “Facial recognition can be incredibly harmful when it’s inaccurate and incredibly oppressive the more accurate it gets.” The use of facial recognition for police surveillance also disproportionately affects Black communities, immigrant communities, and other communities of color who already face overpolicing and are most vulnerable to targeting and discrimination.

There is already evidence of the harm that can result from inaccurate facial recognition systems. In the United Kingdom (UK), documents uncovered through Freedom of Information (FOI) requests revealed that eight trials of a facial recognition system used by the police in London had an average 96 percent error rate, persistently misidentifying residents as criminals and leading to detention and harassment. A trial of facial recognition to identify drivers in New York failed completely, with 100 percent error rates, meaning that the technology correctly identified
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no one.\textsuperscript{10} Apple’s facial recognition incorrectly identified a student as a thief, leading to a false arrest, while in Brazil a similar case led to a woman being identified as a criminal.\textsuperscript{11,12} A student at Brown University was falsely identified as a bombing suspect, leading to death threats and online abuse.\textsuperscript{13} Uber’s face recognition authentication system locked transgender Uber drivers out of their accounts, failing to recognize them and leaving them unable to work.\textsuperscript{14} And in Florida, police used the FACES facial recognition system to identify Willie Allen Lynch as a suspect based on a cell phone picture.\textsuperscript{15} The system came back with a very low confidence match, which was used to prosecute Lynch. However, at trial, the fact that a facial recognition system was used to identify Lynch, along with the low confidence match results—evidence that could prove Lynch’s innocence or at least establish reasonable doubt—were withheld from the defense.

Research underscores the significant problems of bias and inaccuracy in commercial facial recognition systems. Although many of these systems may boast high overall accuracy rates, they perform considerably less well when their accuracy is measured against different demographic subgroups. Their failures are particularly profound for Black women, Native Americans, gender minorities, young and old people, and other underrepresented groups. The National Institute of Standards and Technology (NIST),\textsuperscript{16,17} researchers Joy Buolamwini, Timnit

Gebru and Inioluwa Deborah Raji, the ACLU and UC Berkeley, and many others have performed audits and other tests that all confirm: facial recognition does not work as advertised, and its inaccuracies and errors are generally worst for populations that are already facing societal discrimination.

Despite pressing civil rights and liberties concerns, significant research detailing facial recognition’s bias, and the lack of affirmative evidence validating its accuracy and utility, facial recognition’s use is accelerating across sensitive domains affecting hundreds of millions of people. The technology is supplanting time clocks at job sites, airline boarding passes at airports, keys or other entry mechanisms for housing units, safety systems or protocols at schools, security at sport stadiums and event locations, and it’s being used to monitor children at summer camp and to authenticate gig workers when they log in to work, to name a few.

---

only a small number of examples. These are all cases in which bias and error can have significant life-altering consequences, denying people access to resources, shelter, and liberty.

In late 2018, the landlord of Atlantic Plaza Towers in Brooklyn, New York, shared his intention to install Stonelock biometric access technology and replace key fobs with facial recognition. Since the building was rent stabilized, major modifications like changing mechanisms for entry required approval from a state agency, and the landlord applied for such approval in March 2019. While the use of facial recognition for authentication and entry in housing is increasing, in this case tenants were alerted to the deployment before it happened, something that is not legally required in most residences. On learning of the switch, tenants rapidly organized and filed a challenge to the state’s Homes and Community Renewal department, asking the agency to block the facial recognition system on privacy and ethical grounds.

In their defense against the use of this technology, these tenants brought forth a number of specific concerns that lawmakers across the country should pay attention to. First, who would own their biometric data once it was collected? How would it be stored, and what were the rules around sharing and reuse? They also raised concerns about bias and discrimination, referencing research that showed persistent errors and inaccuracies in commercial facial recognition systems that were most pronounced for demographic groups that lived in the building and surrounding neighborhood—women and Black and Latinx people. The residents also raised concerns about how the technology could be abused, noting that the landlord had previously used video footage to harass and monitor tenants, a practice they feared facial recognition would only exacerbate.

Proponents of facial recognition rarely account for the fundamental power imbalance built into the way facial recognition is developed and deployed. These technologies work to increase existing power asymmetries in ways that benefit those already in positions of privilege. Any responsible assessment of facial recognition and its risks needs to be carried out with a sober understanding of the history of racial and gender-based discrimination, and should recognize the potential of this technology not only to enable forms of mass surveillance and social control

---


31 See Jaden Urbi, Steven Melendez, supra note 13.


that harm people who are already suffering from social discrimination, but also to endanger our collective freedoms.

From aviation to healthcare, there are few—if any—contexts in which American society permits companies to treat the public as experimental subjects, deploying untested, unverified, and faulty technology that has been proven to amplify bias and discrimination. With consequences that extend from threatening people’s livelihoods to putting them in mortal danger due to misidentifying them as criminal suspects, it is clear that this technology leaves the public even more vulnerable than in the past—empowering institutions that may manipulate and discriminate against certain members, rather than truly protecting all of our interests or desire for agency and privacy.

Facial recognition is a commercial technology. And corporate secrecy prevents oversight and accountability of both government and private use

The majority of facial recognition systems in use are developed and sold by private companies. This means that even in discussions that focus on government use, we need to examine commercial systems and the incentive structures driving their development.35

It also means that we need to challenge claims of corporate secrecy that prevent scrutiny and accountability. The ability to access facial recognition systems in order to audit and examine them is regularly blocked, guarded behind veils of corporate secrecy. This prevents researchers, journalists, lawmakers, and the public from fully understanding where, how, and with what consequences this technology is being used. It also means that access to use facial recognition is effectively only available to institutions (such as law enforcement or large corporations) that can afford to develop or license costly systems.

The contracts between facial recognition companies and the customers who license and use facial recognition systems are also generally shrouded in secrecy. Within large companies, these contracts are very closely guarded; in some cases, the contract itself requires that neither party—company or customer—disclose the existence of a contract, let alone how a given system will be used, and for what purpose. This is one example of the structural obscurity that protects corporate interests, conceals harm and misuse, and prevents lawmakers and the public from determining where, how, and whether such systems are appropriate. This is true of both government use of corporate systems and private use.

The lack of diversity in tech shapes how AI companies work. It influences what kinds of products are built, who they are designed for, and who benefits from their deployment—but even that data is shrouded in secrecy. Substantial evidence shows that the companies developing facial recognition technologies are not reflective of society at large: women comprise only 15 percent of AI research staff at Facebook and 10 percent at Google; only 2.5 percent of Google’s workforce is Black, while Facebook and Microsoft are each at 4 percent. Yet some firms attempt to extend trade secrecy even to their diversity data: both Oracle and Palantir made such claims in an attempt to block the Center for Investigative Reporting from accessing the equal employment opportunity data it files with the Department of Labor.

This culture of secrecy and lack of oversight allows facial recognition companies the freedom to make unvalidated claims about accuracy and efficacy. Stonelock, the company selling facial recognition to the landlord of Atlantic Plaza Towers, claimed that its system did not exhibit the racial, gender, and other biases found in similar systems. However, the company never submitted any evidence to substantiate this claim, nor did it open its system for validation and testing, effectively asking lawmakers, tenants, and the public to take them at their word. Amazon made similar claims to accuracy that were not supported by research findings. The company also refused to submit its facial recognition system to NIST for auditing, claiming that they were unable to modify it to comply with test specifications. In such cases, truth-in-advertising laws applied to AI companies would be helpful, holding companies liable for misrepresentations made in marketing, and giving the Federal Trade Commission or other designated agencies leverage for enforcement.

In the context of military or law enforcement use of facial recognition and other technical systems, there’s often double obscurity: corporate secrecy on one side, and classification or law enforcement transparency exemptions on the other. This is particularly troubling given that these are domains where some of the most serious risks of harm are present. It is worrying that

40 See Letter from Concerned Researchers, Dina Bass, supra note 3.
new legislation intended to regulate and oversee facial recognition and other AI systems often includes exemptions for law enforcement.  

Large tech companies are among the few organizations with the resources needed to develop and deploy machine-learning-based facial recognition and other AI systems at scale. While there are many facial recognition and AI startups, most of them license computational infrastructure from Amazon, Microsoft, or Google. Some also license their core technology—the facial recognition model itself—from these or other vendors, repackaging it for one or another domain-specific use case and selling this to customers.

Developing and deploying facial recognition and other AI systems at scale requires a combination of powerful computational infrastructure, massive amounts of biometric data, and the capital to recruit and retain rare and highly paid AI engineers. This combination of resources is both extremely expensive and very difficult to procure, even for those with the capital, since data collection is generally predicated on existing market reach. This combination of resources is not available to law enforcement and government agencies. Google, Amazon, Microsoft, and Facebook are leaders in this domain. Their position as dominant internet companies gave them access to vast amounts of consumer data, and spurred their investment in large-scale computational infrastructure. Over the last decade, these companies helped shape the field of AI. It is not surprising that DeepFace, a deep-learning facial recognition model that was the first to demonstrate the effectiveness of training facial recognition models using massive face datasets, was developed by Facebook, relying on the company’s access to vast amounts of face data gathered from consumer profiles.

Currently, the companies building and selling facial recognition systems and other AI technologies are not subject to regulation and oversight capable of holding them accountable for the harms and errors their technology might inflict. This also applies to government use of commercial AI systems. If a company builds and deploys harmful technology, and misinforms a state or private actor of its capabilities, there are few remedies to hold the company accountable.

There is a blurry line between public and private facial recognition systems

Amazon’s Ring, a surveillance doorbell system installed by individuals and businesses, provides a significant and troubling example of the complex interconnections between government and

---

private use of AI-enabled surveillance systems. Ring enables persistent surveillance of homes and neighborhoods, and while it does not currently include facial recognition, Amazon has filed a facial recognition patent in this space, and appears to be planning to connect facial recognition capabilities to a “neighborhood watch list” database of people deemed suspect. This raises serious concerns, given the documented racial bias in Amazon’s current facial recognition systems, coupled with evidence that Ring’s use has led to a number of instances of racial targeting, in which people of color are reported as suspicious based on Ring footage.

But Ring is not simply a problematic consumer-facing service. It is also a pipeline to law enforcement. Amazon has partnered with at least 400 local police departments, enlisting officers as Amazon spokespeople to convince residents to install Ring systems. In exchange, police get access to a dashboard of Ring surveillance footage, either directly from users who opt in to share, or by submitting a request to Amazon.

Amazon Ring offers a clear example of the way private deployments of surveillance technology, including facial recognition, enable a backdoor to police and government surveillance. This is particularly troubling when it extends law enforcement monitoring into spaces previously inaccessible to them without a warrant, such as commercial properties or personal residences. This example also shows how commercial facial recognition companies leverage government interest in data to expand their reach and acquire more data, which benefits their financial interests but does not ensure they are beholden to the needs of either the government or residents. Government enforcement reliance on Ring data or other privately run infrastructure could also pose serious issues if Amazon were to discontinue Ring’s development, institute a steep subscription fee, or make other changes well within the rights of a private company. The problems faced by the New York Police Department in attempting to retrieve data from Palantir

---

46 Inioluwa Deborah Raji & Joy Buolamwini, Actionable Auditing, supra note 18.
presents a cautionary example.\textsuperscript{50}

Data sharing between private companies and governments is a problem that extends beyond Ring. In many places, there is total lack of statutory, case law, or agency rules governing the sharing of biometric data with governmental agencies, third parties, or law enforcement. There are many cases of behind-the-scenes data-sharing arrangements that allow data collected by the private sector to be transferred and used by law enforcement, and, due to a lack of transparency, it is likely there are many more instances the public is not yet aware of. It is notable that Amazon Ring’s relationship with law enforcement, including significant data-sharing agreements, was disclosed to the public by journalists following Freedom of Information Act (FOIA) requests, and not acknowledged by the company or police departments beforehand.

In other examples, a pretext of civic good is used to justify government use of private-sector technologies that ultimately serve to aid law enforcement. San Diego has installed thousands of microphones and cameras on street lamps in recent years. Marketed as an effort to study traffic and parking conditions, the data has ultimately proven to be of little use in improving traffic. Instead, the police took advantage of the infrastructure, using video footage from these traffic lights in more than 140 cases without any oversight or accountability.\textsuperscript{51} Similarly, the City of Miami is actively considering a 30-year contract with Illumination Technologies, providing the company with free access to set up light poles containing cameras and license-plate readers, collecting information that will filter through the Miami Police Department (and that the company can use in unchecked ways).\textsuperscript{52}

Commercial facial recognition systems deployed by private actors raise many of the same concerns as government use, especially since such systems are frequently used to inform meaningful decisions about people. Facial recognition systems are often applied in ways that presume government and law enforcement intervention. For example, a facial recognition system used by a private business to identify shoplifters assumes that a suspect will be turned over to the criminal justice system. Similarly, facial recognition used by a landlord to monitor tenants and enforce building rules, if marshalled as evidence supporting eviction, also presumes government intervention. In these cases, those using facial recognition are corporations or private actors, not a government agency. However, the harm of such use is no less real, and is likely to be prejudiced against traditionally disadvantaged populations.


Affect recognition and facial analysis pose particular dangers

Many facial recognition systems also offer analysis capabilities, claiming to be able to detect gender, age, ethnicity, and other characteristics. Affect recognition is one type of facial analysis (which also extends beyond the face). It claims to automatically detect a person’s emotional state or inner qualities—from their personality, to their mental health, to whether or not they are competent, based on their physical appearance and mannerisms. Such systems are already being deployed widely, often alongside or as a component of facial recognition systems that identify and track individuals. These systems inform sensitive decisions that shape people’s lives and access to resources, and they deserve particular scrutiny and rapid regulatory action.

The assertion that it’s possible to determine a person’s interior characteristics based on their facial expression through affect recognition is not backed by scientific consensus, and the technology reflects discredited pseudoscientific practices from the past, including physiognomy, phrenology, and race science, which interpreted physical differences between people as signs of their inner worth and used this to justify social inequality. A comprehensive survey of over one thousand papers led by psychologist Lisa Feldman Barrett and a team of psychologists and engineers found that the claims made by affect recognition companies are not supported by the scientific literature on emotional expression. The authors conclude decisively that “no matter how sophisticated the computational algorithms . . . it is premature to use this technology to reach conclusions about what people feel on the basis of their facial movements.”

Beyond the lack of scientific foundation, affect recognition also encodes racial bias. Researcher Dr. Lauren Rhue found systematic racial biases in two well-known affect recognition programs: when she ran Face++ and Microsoft’s Face API on a dataset of 400 NBA player photos, she found that both systems assigned Black players more negative emotional scores on average, no matter how much they smiled.

---

53 Affect recognition can also include systems that analyze more than just facial expressions – for example, tone of voice and gait are also included in some affect recognition systems. For the purposes of this testimony, we focus on systems that draw on facial expression.
However, the evidence of biased inaccuracy and the lack of scientific foundation have not stalled the commercial deployment of affect recognition systems, and the industry is predicted to grow to over $90 billion by 2024. This technology is already being used to make sensitive determinations that are shaping people’s lives, from deciding whether a job candidate will be a good worker, to assessing whether a patient in medical care is in pain, to detecting shoplifters before they steal, to tracking whether students in the classroom are attentive (ignoring studies that showed significant risks associated with the deployment of emotional AI in the classroom). Tech companies—including Amazon, Microsoft, Affectiva, Noldus, Kairos, and Sightcorp—to name a handful—continue to sell affect recognition as part of their facial recognition offerings. Many third parties license these features from these companies and apply them in ways that aren’t transparent to the public.

The example of the AI company HireVue is instructive. The company licenses affect recognition technology from Affectiva and sells AI video-interviewing systems to large firms like Goldman Sachs and Unilever, marketing its system as capable of determining which job candidates will be successful workers and which won’t based on a remote video interview. HireVue uses affect

recognition to analyze these videos, examining facial movements, speech patterns, tone of voice, and other indicators.\textsuperscript{71} Based on these factors, in combination with other assessments, the system makes recommendations about who should be scheduled for a follow-up interview, and who should not get the job. HireVue’s training data is selected from video of existing workers who have been deemed successful at a given firm.\textsuperscript{72} This implies that people who look and behave like those already hired and promoted are more likely to be selected. The potential for encoding and automating existing biases is clear. In a report examining HireVue and similar tools, authors Jim Fruchterman and Joan Mellea are blunt about the implications of such bias for disabled people. “[HireVue’s] method massively discriminates against many people with disabilities that significantly affect facial expression and voice: disabilities such as deafness, blindness, speech disorders, and surviving a stroke,” they write.\textsuperscript{73}

In addition to affect recognition, facial recognition systems are using facial analysis to catalog and determine peoples’ identities and attributes based on their faces, including estimating age, ethnicity, gender, and more. Such methods can also be harmful. Microsoft, Amazon, and (until recently) IBM all offer facial recognition services that include the option to classify people’s gender as either male or female based on an image of their face. Such features not only disregard the fluid nature of gender identity, but potentially endanger people who don’t “fit” one or another binary gender category.\textsuperscript{74,75} Research has shown that gender classification systems persistently misclassify transgender people, and fail to identify non-binary people.\textsuperscript{76}

In the same vein, a much-maligned 2016 paper claimed to be able to determine sexual orientation based on a facial image.\textsuperscript{77} While the claims made by the paper were roundly rebuked, the publication of a model making such claims still posed significant danger, especially given that being gay is illegal in at least 71 countries.\textsuperscript{78} Other researchers applied the same

\textsuperscript{71} HireVue, \url{https://www.hirevue.com} (last visited Jan. 13, 2020).


\textsuperscript{73} Jim Fruchterman and Joan Mellea, \textit{Expanding Employment Success for People with Disabilities}, Benetech (Nov. 2018), \url{https://benetech.org/about/resources/expanding-employment-success-for-people-with-disabilities-2}.


\textsuperscript{75} Rachel Metz, AI Software Defines People as Male or Female. That's a Problem, CNN Business (Nov. 21, 2019) \url{https://www.cnn.com/2019/11/21/tech/ai-gender-recognition-problem/index.html}.

\textsuperscript{76} Morgan Klaus Scheuerman et al., \textit{How Computers See Gender}, supra note 23.


flawed logic, claiming to have developed AI models that could detect criminality based on a person’s face.79

Affect recognition and similar facial-analysis technologies function to classify and catalog people in ways that have significant consequences. They place the authority to determine a person’s interior characteristics and identity in the hands of technology that is not only scientifically unfounded, but often used by those with power to inform significant judgements about people in more vulnerable positions. How someone might contest an automated assessment about their feelings, their worth, or their character remains an open question.

Any regulation of facial recognition must be sure to address affect recognition and similar systems that claim to be able to catalog and read people’s identities and interior states based on automated detection of physical features.

Standards and technical fixes aren’t enough to solve the problems with facial recognition

With mounting evidence of facial recognition’s inaccuracy and failure, researchers and companies have worked to “debias” facial recognition, focusing on technical fixes and standards for testing and validation in an attempt to ensure accuracy and fairness.80,81 Recent legislation has also called for standardized auditing and assessment criteria for facial recognition and other AI technologies.82 Such standards can be helpful in setting criteria, giving the government, industry, and the AI field systematic approaches to determine whether or not a given system can be developed, sold, applied to one or another use case, or procured for government contracts.

While this is a step in the right direction, these approaches are not enough on their own. If they are implemented without care, they could do more harm than good.

AI systems, including facial recognition, model the world based on the data they’re trained on during their development. Training data is at the core of how AI systems, including facial recognition, recognize and understand the world.83 If a population is omitted from the data used to develop a model—by excluding images of people with darker skin, for example —then these people will be missing from the AI model’s representation of the world. The excluded group therefore won’t be recognized in the resulting system.

80 Inioluwa Deborah Raji & Joy Buolamwini, Actionable Auditing, supra note 19.
82 Commercial Facial Recognition Privacy Act of 2019, S.847, supra note 42.
Standards for measuring performance and accuracy generally work by running an AI model against a standardized test dataset, called a **benchmarking dataset**, and measuring its performance for a given task. For instance, a facial recognition system could be tested on the task of one-to-one facial matching, or one-to-many matching, or on an analysis task such as gender identification. The system's performance on a given task is measured against a designated test dataset in order to understand how well the system works for that task. If a test dataset does not reflect the conditions, demographics, and environment where a facial recognition system will be deployed, measurements of performance using this dataset become meaningless, failing to account for real-world conditions in any informative way.

In assessing the advantages and limits of assessment standards, it is critical to examine the test benchmarking datasets they rely on. Benchmarking datasets act as ground truth against which researchers and developers compare systems, and thus they work to define—and misdefine—criteria like fairness, accuracy, and performance.

For example, Labeled Faces in the Wild (LFW) is a canonical facial recognition benchmarking dataset that helped shape the field of machine vision, and facial recognition in particular, by setting the standard against which researchers measured the accuracy of their systems. It consists of over 13,000 labeled images scraped from Yahoo News between 2002 and 2004, picturing celebrities, power players, and the newsworthy. Many developers have worked to “improve” the performance of their systems on LFW, citing the successful performance of their systems on the dataset to buttress claims about their accuracy. Yet according to researchers Hu Han and Anil K. Jain, the diversity of Labeled Faces in the Wild is limited: 77 percent of the images feature male faces, 81 percent of the images show light-skinned people, and very few images contain children or elderly people. Thus, during a critical period in its recent development, the AI field’s understanding of facial recognition performance was largely based on whether it accurately recognized mainly white men, and this was the goal researchers and companies optimized for. With this in mind, the persistent racial and gender bias across facial recognition systems should come as no surprise.

LFW is not the only benchmarking dataset whose contents and history require attention. Current benchmarks also fall short of capturing the representation required for a reliable assessment of a model’s performance upon release. Researchers Inioluwa Deborah Raji and Genevieve Fried surveyed over 100 facial recognition benchmarking datasets and found “dissonance between the perceived functionality of these systems under current evaluation norms and the reality of
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their performance when deployed. In other words, many of the systems that “pass” current benchmark evaluations continue to underperform in real-life contexts. Additionally, there is currently no standard practice to document and communicate the histories and limits of benchmarking datasets, and thus no way to determine their applicability to a particular system or suitability for a given context.

While limited and non-diverse benchmarking datasets fail to accurately measure facial recognition performance and harm, the practice of creating more diverse face datasets raises significant ethical and privacy questions. Creating such datasets requires the collection of additional face data, often from populations who have historical reasons to be wary of such efforts and who may not want their images used to develop surveillance technology. Such efforts can violate privacy and lead to the tokenization of those included in these datasets, amplifying stereotypes and serving to make people visible to technical systems that work to harm their communities.

To obtain data, companies and researchers have a history of bypassing meaningful consent, scraping data from Google Image Search, YouTube, Flickr, Wikipedia, and even mug-shot databases. Some data collection methods border on exploitation. For example, last year, journalists revealed that Google was offering “darker skinned” unhoused people five dollars in exchange for their face data. According to one staffer working on this project, the team gathering the data was instructed to target the unhoused “because they’re the least likely to say anything to the media.” A number of datasets also use surveillance footage without consent.

---

86 Inioluwa Deborah Raji & Genevieve Fried, About Face: A Survey of Facial Recognition Evaluation, Meta-Evaluation workshop at AAAI Conf. on Artificial Intelligence (Forthcoming 2020).
87 Efforts like Datasheets, model cards, and fact sheets represent attempts to develop such standards, but they are currently prototypes, and have not been adopted widely within the AI field.
88 Inioluwa Deborah Raji, et al., Saving Face, supra note 23.
92 Inioluwa Deborah Raji, et al., Saving Face, supra note 23.
96 Ginger Adams Otis & Nancy Dillon, Google Using Dubious Tactics to Target People With ‘Darker Skin’ in Facial Recognition Project: Sources, N.Y. Daily News (Oct. 2, 2019),
Given the significant improvement in camera technology optimized to enable video tracking and data capture, such privacy violations are even more likely in the future. Additionally, certain unregulated partnerships can lead to biometric data collected for one purpose being repurposed in exploitative ways by corporations and governments. For instance, the Chinese facial recognition company CloudWalk Technology will provide the Zimbabwe government with a massive facial recognition program in exchange for the face data of Zimbabweans, and the FBI and ICE were discovered to have made use of face data from the DMV as well as local databases in order to target and identify individuals.

The way in which identity and ethnicity is categorized within “diverse” datasets can also raise problems. Such datasets usually treat race and other attributes as fixed and visually recognizable. The people whose data is included in these datasets rarely have the opportunity to self-identify, and assumptions, stereotypes, and even facial measurements are used to assign people to identity categories that don’t usually account for multifaceted identities (Black women or Latinx transgender women, for example). When these datasets are used as benchmarks against which bias and accuracy are assessed, they will inevitably provide an incomplete measure, excluding people whose identities are not represented. Even if it were desirable from a privacy and ethics standpoint, there are serious questions about whether it is even possible to “include” a comprehensive set of interlocking identities such that a given dataset could truly ensure fair and accurate results for everyone. This is most evident in the case of disability, which includes a wide array of physical and mental-health conditions that may come and go within the course of a lifetime, or even a day, meaning that “simply expanding a dataset’s parameters to include new categories, in an attempt to account for ‘disability,’ won’t work to ensure disabled people are represented.”
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Standardized assessment (or audit) protocols are also limited in scope. Only the systems, populations, and tasks that are explicitly tested will be scrutinized, which will inevitably fail to account for many important questions and potential harms that require attention. For example, an assessment focused on whether a facial recognition system performs equally well across population subgroups defined by gender will not identify disparities in classification across race, ability, or age, which may be more relevant depending on the context in which the system will be applied.

The focus on addressing bias and justice concerns through technical standards and testing may also distract from other issues. While such methods can provide researchers, regulators, and the public with important information, they are insufficient to ensure the safe deployment of a facial recognition system. Current auditing standards rarely include the qualitative considerations necessary to properly evaluate the technology. Furthermore, the communities who will bear the risk of deployment and the civil-society groups fighting for their interests are often not consulted and included in defining an assessment process that addresses their concerns. Such gaps led researchers from Google, MIT, and the University of Toronto to conclude recently that, while such standards may improve the visibility of certain failure modes of these systems, "well intentioned attempts at algorithmic auditing can have effects that may harm the very populations these measures are meant to protect." More research is needed to develop better ways to evaluate these systems, taking into account the need to look beyond accuracy metrics and toward a more holistic view of the technology’s risks. Funding such efforts should be a priority, and barriers to such work, from trade secrecy to law enforcement transparency exemptions, need to be lifted to ensure democratic oversight.

Standardized approaches to measuring and assessing AI systems including facial recognition represent a step in the right direction, but they only speak to a limited set of concerns, and we cannot rely on them to steer important decisions on facial recognition’s use. If we depend too much on narrow or weak standards, we run the risk of providing “checkbox certification,” allowing vendors and companies to assert that their technology is safe and fair without accounting for how it will be used, or its fitness for a given context. If such standards are positioned as the sole check on such systems, they could function to obfuscate harm instead of mitigate it.

103 Inioluwa Deborah Raji, et al., Saving Face, supra note 23.
104 Mei Ngan & Patrick Grother, NIST Interagency Report 8052, supra note 17.
105 Inioluwa Deborah Raji, et al., Saving Face, supra note 23.
It is time to halt the use of facial recognition in sensitive social and political contexts, by both government and private actors

Facial recognition is a technology that, once deployed, is very difficult to dismantle. Therefore, we must be extremely cautious about allowing its use in any context. Given that we are still in the early days of research on its impacts, the general lack of transparency and accountability for its use, and the significant risks it poses, the best approach to protecting the public is to put a halt to facial recognition, by both government and private actors, in sensitive social and political contexts such as criminal justice, healthcare, education, employment, and use of public space. Harms in these contexts are nearly impossible to remedy, especially when the harm is community-wide. Various cities, counties, and states across the US have already demonstrated strong leadership by taking these steps. It is now time for the federal government to follow suit.

For example, one of the few mechanisms currently in place to protect the public is exemplified by laws like Illinois’ Biometric Information Privacy Act (BIPA), which currently allows individuals to sue companies for nonconsensual commercial facial recognition. Such approaches should be adopted more widely and expanded to include the right to sue government misuse. But litigation alone cannot address the problems with technologies like facial recognition. First, bringing a case requires not only evidence of misconduct, but also proof that the technology was used in the first place. Both of these are often difficult due to the obscurity in which such systems are deployed and the corporate secrecy that prevents public research and scrutiny. Litigation also requires the resources to pursue a case, which many of those likely to be harmed or targeted don’t have.

Notice and consent meant to ensure that those subject to facial recognition are aware, and agree to its use, is also not feasible. Not only are the typical online notices rarely legible, but most users lack the power to decline, especially when few alternatives exist. Companies like Facebook also routinely ignore their own policies and break their promises. And increasingly, facial recognition is being applied in contexts where non-consent would bar people from access to public space and opportunity, such as in airports, concert venues, and schools. Beyond this, it’s unclear how such consent could work in practice, given the current applications and infrastructures underlying these technologies. How would someone opt out of, or opt in to, facial recognition used in retail establishments, airports, smart-city infrastructure, and other so-called smart environments, and what fundamental changes would enabling meaningful opt-out require? How can someone be sure that biometric face data has not been processed or
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collected by such a system, and thus that their right to opt out has been respected? We don’t have viable answers to these questions.

AI companies have also turned to voluntary AI principles and ethical statements that commit them to develop and deploy AI, including facial recognition, in beneficial ways. Microsoft’s facial recognition principles assert that the company will “not deploy facial recognition technology in scenarios that we believe will put these freedoms at risk.” Google’s AI Principles promise that Google will not develop “technologies whose purpose contravenes widely accepted principles of international law and human rights.” In 2018, Google cited these principles when it announced that it would be putting a pause on its plans to launch facial recognition products. Axon, the largest manufacturer of police body cameras, also made the choice to halt deployment of facial recognition, stating that “face recognition technology is not currently reliable enough to ethically justify its use.”

Voluntary ethical principles and statements are a positive step. They acknowledge the problem and provide a rough standard by which to assess an organization’s conduct, and in some cases they guide decision-making. But we cannot count on the AI industry to self-regulate. Ethical principles are not enough to address the serious risks of facial recognition. They fail to ensure accountability, and they allow companies to announce their commitment to beneficial conduct without submitting to regulation, oversight, or accountability to the communities who are harmed by their technologies. A pattern of decision-making at these companies, which includes pursuing investments and projects that contradict their own principles, also reveals that many AI firms choose revenue and growth over accountability.

**Significant research is necessary to answer questions on whether this technology can be used in a way that is safe and fair, and we need to leave room for “no” as an answer to these critical questions.** Such research requires access to private infrastructures, data, and
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documentation that is currently unavailable to all but the people employed by companies that produce these systems. Similarly, well-resourced enforcement regimes would need to be constructed across state and federal agencies, in ways that ensure the communities on whom facial recognition is used have meaningful opportunities to review and reject its use.

Over the past year, there has been growing pushback against facial recognition, much of it organized by community groups resisting the deployment of these technologies in their everyday lives. This grassroots work has led to a number of bans and moratoriums.

San Francisco was the first to pass a ban on government use of facial recognition. It is significant that in Silicon Valley’s backyard, the people who build these systems, and who understand their capabilities and limitations, didn’t feel comfortable having them used in their own communities. Indeed, tech workers and Amazon shareholders, among others close to this technology, have joined the call to halt the sale of facial recognition for government surveillance. The cities of Somerville, Oakland, Berkeley, Brookline, and most recently San Diego joined San Francisco and passed their own bans and moratoriums on government use.
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And Portland, Oregon, is considering the strongest ban yet, which would limit both commercial and governmental deployment.\textsuperscript{123}

Evidence shows that when communities are informed about the flaws and risks of facial recognition, they move to reject its use. Lawmakers should protect the public interest and heed communities' wishes, putting a halt to deployment by both government and the private sector until the risks are fully studied and adequate regulations are in place.

Recommendations for the path forward

\begin{itemize}
  \item \textbf{Halt both governmental and commercial use of facial recognition in sensitive social and political contexts until the risks are fully studied and adequate regulations are in place.} In 2019, there has been a rapid expansion of facial recognition in many domains. Yet there is mounting evidence that this technology causes serious harm, most often to people of color and the poor, and none of the current technical mitigation methods adequately addresses these concerns. There should be a moratorium on all uses of facial recognition in sensitive social and political domains—including surveillance, policing, education, and employment—where facial recognition poses risks and consequences that cannot be adequately remedied retroactively.
  
  \item \textbf{Ban the use of affect recognition in important decisions that impact people’s lives and access to opportunities.} Until then, AI companies should stop deploying it. Given the contested scientific foundations of affect recognition technology—a related class of systems that claim to detect things such as personality, emotions, mental health, and other interior states—it should not be allowed to play a role in important decisions about human lives, such as who is interviewed or hired for a job, the price of insurance, patient pain assessments, or student performance in school. This ban should be accompanied with federally funded research on the adequacy of existing laws and regulations to address these concerns.
  
  \item \textbf{Apply “truth-in-advertising” laws to AI products and services, including facial recognition.} The hype around AI is only growing, leading to widening gaps between marketing promises and actual product performance. Researchers and lawmakers struggle to measure and understand these gaps due to trade secrecy and other barriers that prevent access to vital information about these
\end{itemize}

systems. With these gaps come increasing risks to both individuals and commercial customers, often with grave consequences. Much like other products and services that have the potential to seriously impact or exploit populations, AI companies should be held to high standards for what they can promise, especially when the scientific evidence to back these promises is inadequate and the longer-term consequences are unknown.

○ **Craft expanded biometric privacy laws that regulate both public and private actors.** Biometric data, from DNA to face data, is at the core of many harmful AI systems, including facial recognition. Over a decade ago, Illinois adopted the Biometric Information Privacy Act (BIPA), which has now become one of the strongest and most effective privacy protections in the United States. BIPA allows individuals to sue for almost any unauthorized collection and use of their biometric data by a private actor, including for surveillance, tracking, and profiling via facial recognition. BIPA also shuts down the gray and black markets that sell data, making it vulnerable to breaches and exploitation. States that adopt BIPA should expand it to include government use, which will mitigate many of biometric AI’s harms, especially in parallel with other approaches like moratoriums and prohibitions.

○ **Require technology companies to waive trade secrecy and other legal claims that hinder oversight and accountability mechanisms.** Corporate secrecy laws are a barrier to oversight, accountability, and due process when they are relied on to obscure technologies used in ways that affect the public. They can inhibit necessary government oversight and enforcement of consumer protection laws, thus contributing to the “black box effect” that makes it hard to assess bias, contest decisions, or remedy errors. Anyone procuring these technologies for use in the public sector should have the right to demand that vendors waive these claims before entering into any agreements. Additionally, limiting the use of these legal claims across the board will help facilitate better oversight by state and federal consumer-protection agencies and enforcement of false and deceptive practice laws.

○ **Require algorithmic impact assessments in both public and private sectors, and establish frameworks that ensure the communities on whom facial recognition and other AI technologies are used have decision-making power about how, and whether, these technologies are applied.** When communities have information about the use of facial recognition and similar technologies, they often act to stop it, showing that the interests of those applying these systems are not always aligned with the desires of those on whom the systems are being used. Such frameworks should also give communities the ability to audit and interrogate the systems.