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A shadow report is a formal review prepared by an NGO coalition of a government report. This report was written in anticipation of the New York City Automated Decision System Task Force Report, but does not formally review it. The title “Confronting Black Boxes” is a double entendre referencing the opaque nature of government processes and data-driven technologies. Both proved to be challenges in the New York City process reviewed in this shadow report.
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Automated decision systems (ADS) refer to data-driven technologies used to automate human-centered procedures, practices, or policies for the purpose of predicting, identifying, surveilling, detecting, and targeting individuals or communities. In particular, these technologies are used by government agencies to allocate finite government resources (e.g., public benefits or health services); to foresee and presumably prevent specific risks or adverse outcomes; to remove or curtail discretion from current human decision-making; and to provide analysis at a scale and scope that cannot be performed by humans. These technologies are more colloquially known as predictive policing, pretrial risk assessments, school-assignment matching algorithms, fraud-detection systems, traffic-management systems, screening tools, or face recognition.

In late 2017, New York City became the first US jurisdiction to create a task force to come up with recommendations for government use of ADS. Possessing one of the largest municipal budgets and some of the largest municipal agencies in the world, New York City was thought to be an ideal laboratory for evaluating the actual risks, opportunities, and obstacles involved in government use of ADS, as well as the feasibility of interventions and solutions primarily explored in academic research. Despite a storm of media coverage highlighting the novelty and promise of this Automated Decision Systems Task Force, little is known about what happened in New York City, and the public record of the process to date has been insufficient.

By the time this shadow report is published, the City of New York will have publicly released the report of the Automated Decision Systems Task Force, which is expected to include recommendations ranging from a proposed process for making information about the ADSs used by city agencies publicly available to suggested procedures for addressing instances of disparate impact and harm associated with city agencies’ use of ADS. Because these are issues that governments at all levels are grappling with and few have performed or concluded procedures to address, New York City is in a position to have an outsized influence on current global policy debates regarding government use of ADS.

The purpose of this shadow report is to provide a comprehensive record of what happened over this two-year period and to offer robust recommendations based on collective experience and current research insights. The shadow report consists of four key sections:

1. A robust and detailed narrative of the legislative history that led to the creation of the ADS Task Force, ADS Task Force process, and local advocacy efforts. This section includes a timeline of key activities, and highlights the missteps and missed opportunities other governments should avoid.

2. Policy recommendations on government use of ADS. This section includes recommendations aligned with the exact provisions of the Task Force Law (Local Law 49 of 2018); recommendations for government agencies considering use of ADS; recommendations directed at New York City agencies regarding current or prospective use of ADS; and recommendations to New York City and State government officials or bodies that have relevant authority regarding city-agency procurement and use of ADS.
3. Recommendations on best practices and other considerations based on the New York City experience. This section includes specific policy recommendations for government task forces or processes with similar mandates; recommendations for multidisciplinary advocacy coalitions engaged on ADS issues; recommendations for the general public regarding ADS issues; and considerations for legislation relating to government use of ADS (both general and subject-matter-specific).

4. Supplementary materials that centralize hard-to-find public records related to the ADS Task Force process and other resources referenced throughout this shadow report.

The goal of this shadow report is to inform policy makers, researchers, advocates, and the public about the complexities of evaluating the true risks and opportunities of government use of ADS; the limitations of existing bureaucratic procedures; and the importance of engaging a variety of perspectives and experiences. The concerns and consequences related to government use of ADS are nuanced because they tend to amplify and obfuscate current and historical inequalities and inefficiencies in governments and society. Thus, any process that purports to examine and address ADS issues will be insufficient and unsatisfactory if it is not performed in good faith and with extreme care. Much of the New York City Automated Decision Systems Task Force experience will not be directly transferable to other jurisdictions given the varying political, social, historical, and economic contexts; however, most of the recommendations were drafted with rationales to allow stakeholders from other jurisdictions to modify according to their local contexts. There is also some overlap in recommendations to ensure that the nuances of particular issues or concerns are not lost given the broad scope of the shadow report.

We hope that by providing a robust and nuanced record along with empirically informed recommendations, we can help all stakeholders reassess presumptions about government’s and society’s capacity to evaluate and meaningfully address ADS concerns in a rights-preserving manner. A collaborative effort bringing together multiple perspectives, areas of expertise, and experiences, this shadow report can serve as a blueprint for how to lead an inclusive process that produces informed, creative solutions to emerging and novel issues.
SECTION 1: TIMELINE AND HISTORICAL OVERVIEW

The New York City Automated Decision System Task Force Timeline

2017

August 24, 2017
New York City Council member James Vacca introduces bill Int. 1696 to the New York City Council. This original version of the bill required publication of source code for any “algorithm or any other method of automated processing system of data.”

October 16, 2017
The New York City Council Technology Committee holds a hearing for bill Int. 1696.

December 7, 2017
Bill Int. 1696 is amended, adding a provision mandating the creation of a task force to examine government use of automated decision systems and to make recommendations to the mayor and the City Council on a number of specific concerns. The requirement for source code publication is dropped.

December 11, 2017
The New York City Council passes Int. 1696 and sends it to Mayor Bill de Blasio for signature or veto.

December 15, 2017
Council member James Vacca sends Mayor de Blasio a letter recommending organizations and individuals for membership in the Automated Decision Systems (ADS) Task Force.

2018

January 17, 2018
Bill Int. 1696 becomes law (Local Law 49 of 2018), without Mayor de Blasio’s signature.

January 22, 2018
A coalition of advocates and researchers sends Mayor de Blasio a letter with recommendations on the construction of the ADS Task Force.

May 16, 2018
Mayor de Blasio announces ADS Task Force chairs and non-governmental members.

August 17, 2018
A coalition of advocates and researchers sends a letter to the ADS Task Force with recommendations based on the provisions of Local Law 49 of 2018, along with a list of subject-matter experts whom the ADS Task Force should consult throughout the process.

November 2018
The ADS Task Force website goes live, but includes only an “About” page, as well as a “Contact” page containing an email address and a web form to solicit feedback from the public. No further information regarding ADS Task Force membership is provided.

2019

February 2019
The ADS Task Force website is updated to include the full membership list with biographies.

February 12, 2019
The New York City Council Committee on Technology holds an oversight hearing for the Commission on Public Information and Communication’s Collaboration in Developing City Information Policies and Promoting Governmental Transparency, where concerns about the ADS Task Force are raised.

March 1, 2019
A coalition of advocates and researchers sends a letter to the ADS Task Force raising concerns about the ADS Task Force’s lack of progress and public engagement.

We encourage readers to review this timeline along with the historical overviews below, since the subsequent sections provide more context on the events listed here.
### 2019

- **March 26, 2019**
  The New York City comptroller sends a letter to the ADS Task Force chairs raising various concerns about city agencies’ use of algorithmic systems and requesting a range of information about eight types of automated decision systems used by city agencies.

- **March 27, 2019**
  The ADS Task Force issues a public statement announcing its plans to host two public forums at New York Law School in addition to a series of community meetings over the summer.

- **April 4, 2019**
  The New York City Council Committee on Technology holds an oversight hearing requesting an update on the progress of the ADS Task Force.

- **April 11, 2019**
  The AI Now Institute releases a chart of known automated-decision-system use cases in New York City as well as use cases in other jurisdictions.

- **April 30, 2019**
  The ADS Task Force Public Forum on Fairness and Accountability is held at New York Law School.

- **May 22, 2019**
  ADS Task Force Chair Jeff Thamkittikasem responds to New York City Council Committee on Technology Chair, Councilmember Peter Koo.

- **May 30, 2019**
  The ADS Task Force Public Forum on Transparency is held at New York Law School.

- **June 10, 2019**
  New York State Senator Andrew Gounardes introduces S. 6428, legislation creating a statewide task force on the role of artificial intelligence in New York State government.

- **June 27, 2019**
  One ADS Task Force chair and one member of the ADS Task Force met with members of the Atlantic Plaza Towers Tenant Association after two tenants provided testimony at the ADS Task Force Public Forum on Transparency in May.

- **July 1, 2019**
  The AI Now Institute releases a compilation of comments and inquiries sent to the ADS Task Force during its Spring 2019 public engagement period.

- **July 8, 2019 - September 10, 2019**
  The ADS Task Force holds three community meetings in Queens, Staten Island, and the Bronx, but information about the meetings is not provided to the public on the ADS Task Force website, and avenues for public participation are never made clear.

- **November 19, 2019**
  Mayor de Blasio releases the ADS Task Force Report and an executive order to establish an Algorithms Management and Policy Officer.
In January 2018, New York City became the first US jurisdiction to enact a law creating a task force to provide recommendations regarding government use of automated decision systems. ADS technologies generally refer to systems that use algorithms or other data-driven processes or techniques to make determinations and predictions that assist or supplant decisionmaking in government agencies. This task force was allotted 18 months to create a report providing the city council and the mayor with recommendations on the following considerations:

1. criteria for identifying which ADS should be subject to its proposed standards or procedures for oversight and review
2. a procedure for individuals affected by ADS-related agency decisions to request and receive an explanation along with the basis for a given decision
3. a procedure for the city to determine whether an agency’s use of an ADS disproportionately affects persons based on a protected status
4. a procedure for addressing instances of disparate impact and harm associated with an agency’s use of an ADS that is found to have a disparate impact based on a person or group’s protected status
5. a process for making information about the ADS used by each agency publicly available, specifically including information about how the system functions, how it is used by the agency, and technical information
6. an assessment of the feasibility of developing and implementing a procedure to archive ADS and data used by the ADS

The law mandated that ten days after receipt of the task force’s report (due sometime in November or December 2019), the mayor must make it publicly available on New York City’s website, NYC.gov.

This historic task force was created against a backdrop of growing public scrutiny regarding the lack of meaningful transparency of government use of controversial algorithm-based technologies, including an increasing public backlash against several city agencies’ resistance to accountability or oversight efforts. Indeed, months before the original iteration of the task-force legislation was introduced (which mandated the release of all ADS code), a diverse coalition of advocates and local elected officials was engaged in a legislative and public-relations battle with the New York City Police Department (NYPD) over a legislative proposal that attempted to create greater transparency and accountability regarding
the NYPD's use of invasive and often ADS-based surveillance technologies like facial recognition,\textsuperscript{4} X-ray vans,\textsuperscript{5} and automatic license-plate readers.\textsuperscript{6} This legislation mirrored ordinances that had already passed in over ten US municipalities, and were under review in over 20 local and state legislatures;\textsuperscript{7} it included provisions such as ensuring the NYPD tested the technologies for health and safety effects. Yet during legislative hearings and media appearances, NYPD officials mischaracterized both the legislation and the department's record of transparency, suggesting compliance with the legislation would "help criminals and terrorists."\textsuperscript{8}

On August 24, 2017, James Vacca, then a city council member and chair of the City Council Committee on Technology, introduced legislation (Int. 1696-2017) that would require each city agency using algorithm or automated processing systems to target services, impose penalties, or, in policing, to publish the source code of the systems they are using, and to permit inspection and self-testing by the public. Citing concerns about his own inability to answer constituent inquiries about the outcomes produced by city-agency use of such systems, Vacca, who was in his last term as a local elected official, introduced the legislation with hopes of raising awareness about the power and risks of algorithms used by city agencies.\textsuperscript{9} Two weeks later, a \textit{ProPublica} and \textit{New York Times} investigation revealed that the New York City Office of the Chief Medical Examiner created and used a faulty algorithm to examine complex DNA samples in thousands of criminal cases.\textsuperscript{10}

On October 16, 2017, the New York City Council Committee on Technology held a hearing on Int. 1696. The hearing room was overflowing, and included oral and written testimony from Don Sunderland (NYC DOITT), Craig Campbell (NYC MODA), Noel Hidalgo (BetaNYC), Rashida Richardson (NYCLU), Julia Powles (Cornell Tech NYC), Helen Nissenbaum (Cornell Tech NYC), Thomas Ristenpart (Cornell Tech NYC), Rachel Levinson-Waldman (Brennan Center for Justice), Alexander Krupp (software developer), Scott Levy (Bronx Defenders), Yung-Mi Lee (Brooklyn Defender Services), Rodrick Wallace (New York State Psychiatric Institute), Taline Sanassarian (Tech NYC), Joshua Norkin (Legal Aid Society), Julia Stoyanovich (Drexel University), Charlie Moffett (NYC Center for Urban Science and Progress), Sumana Harihareswara (Consultant and Programmer), Bryn Borelli (Google NY), and Alex Rich (New York University).\textsuperscript{11} During the hearing, city officials expressed concern about the feasibility of implementing the legislation as written, along with worries that it would pose an increased security risk to the city's technical systems, potentially allowing people to "game" the systems once they understood their role in delivering city services. The majority of public comments supported the legislation, with some speakers offering recommended amendments.


\textsuperscript{9} See Media Coverage Chart in Supplementary Materials.


\textsuperscript{11} Note that some professional affiliations may have changed since October 2017.
Throughout October and November 2017, the legislation underwent several proposed amendments. One version of the legislative drafts required the mayor to publicly release a list of all automated decision systems used by city agencies, accompanied by a description of the purpose of the system, including any decisions assisted or made using the system. This version also mandated the release of a plan outlining how and where technical information about a given system would be released to the public or, alternately, a detailed statement outlining reasons that would prevent the city from releasing such information, including legal or other obstacles. In addition to these revisions regarding public disclosure, this version mandated the creation of an "automated-decision-system task force" that would issue a report with recommendations on a range of issues regarding government use of automated decisions systems. After legislative negotiations, on December 7, 2017, an amended version of Int. 1696-A was introduced to the Committee on Technology. The amended bill eliminated all disclosure requirements and instead only created an automated-decision-system task force ("Task Force"). Though the mandated ADS disclosure language was removed from the legislation, there were no statements or communications by city officials that an enumeration of existing ADS used by city agencies was beyond the scope of the Task Force's mandate or responsibilities. On December 11, 2017, Int. 1696-A was approved by the City Council with a 47-0 vote, and was sent to Mayor Bill de Blasio. In New York City, the mayor has 30 days to sign a bill into law, veto it, or take no action. If the mayor takes no action within 30 days, the bill becomes law.

On December 15, 2017, Council Member Vacca sent Mayor de Blasio a letter recommending organizations and individuals that should be considered for membership on the automated-decision-system task force. On January 17, 2018, Int. 1696-A became Local Law 49 of 2018 ("ADS Task Force Law"), without the mayor’s signature. The law required the mayor or his designee to convene the task force within 120 days of the ADS Task Force Law’s effective date; this gave the City a May 11, 2018 deadline.

**History of the Task Force Process**

On January 22, 2018, a group of advocates and researchers sent a letter to Mayor de Blasio with recommendations on subject-matter expertise that should be represented on the Task Force; city agencies and specific staff that should be appointed or directed to cooperate with the Task Force, organizations and individuals that should be appointed, and considerations regarding transparency and conflicts of interest.

On May 16, 2018, Mayor de Blasio announced the formation of the ADS Task Force with a press release that included complimentary quotes from several city officials, and a list of Task Force co-chairs and non-government Task Force members. The Task Force convened during the summer of 2018 and set out defining "automated decision system" as an initial priority.

On August 17, 2018, a coalition of advocates and experts sent the Task Force a letter with recommendations related to the provision of the ADS Task Force Law, including a definition of "automated decision system" and a list of local and national experts and advocates to consult throughout the process. The ADS Task Force continued to convene throughout the fall of 2018 and the winter of 2019, primarily deliberating the definition of an automated decision system. Non-government Task Force members expressed frustration with the city's failure to provide specific information about automated decision systems used in New York City, and with the Task Force's structure and management. During

---

13 See Media Coverage Chart in Supplementary Materials.
this period, the Task Force chairs and some members of the mayor's staff met with a handful of local advocates and experts, but did not communicate this consultation to the Task Force or to the public. In November 2018, a website was created for the NYC Automated Decision System Task Force; the site included only an “About” page that noted when the Task Force would convene and a “Contact” page that described the Task Force and provided an email address and web form to solicit feedback from the public. After non-government Task Force members raised questions about the lack of information on the website, the city updated it in February 2019 to include the names and biographies of all Task Force members.

On February 12, 2019, the New York City Council Committee on Technology held an oversight hearing for the Commission on Public Information and Communication’s Collaboration in Developing City Information Policies and Promoting Governmental Transparency. During this hearing, several City Council members raised concerns about the Task Force's lack of community engagement. Following this, on March 1, 2019, a coalition of advocates and experts sent the Task Force a letter expressing similar concerns about the lack of meaningful public engagement, citing examples of meaningful public engagement efforts in other states on similar issues. The growing chorus of concern continued through March, and included a letter from the New York City Comptroller raising various issues about city agencies’ use of algorithmic systems and requesting a range of information about eight types of automated decision systems currently in use. On March 27, the Task Force issued a press release announcing its intention to host two public forums in April and May at New York Law School, along with a series of less clearly specified community meetings to be held during the summer. Although this announcement appeared intended to quell worries about the Task Force's lack of meaningful public engagement, there was still great concern among the public and other city officials. As a result, the New York City Council Committee on Technology announced an oversight hearing in which Task Force chairs would be asked to provide a status update, and to solicit public concerns about the process to date.

On April 4, 2019, the Committee on Technology held this Automated Decision System Task Force oversight hearing, and ADS Task Force Chairs Jeff Thamkittikasem, Brittny Saunders, and Kelly Jin provided oral testimony and answered committee members’ questions. Jeff Thamkittikasem’s testimony revealed that the city did not plan to produce a list of automated decision systems currently used by city agencies for the Task Force or the public. Instead, the co-chairs expressed the intention to develop a set of criteria for what constitutes an automated decision system. During the question-and-answer session, the Task Force chairs admitted that they still had not reached consensus on a definition of an automated decision system and that the Task Force had not reviewed any New York City-specific automated decision systems, in spite of repeated requests to do so from non-government Task Force members. The remainder of the hearing included public testimonies and feedback from Janet Haven (Data & Society); Rashida Richardson (AI Now); Albert Fox Kahn (Surveillance Technology Oversight Project); Noel Hidalgo (BetaNYC); Jordan Kroll (Information Technology Industry Council); and Solon Barocas (Microsoft, Cornell University, and Task Force member) jointly with Julia Stoyanovich (New York University and Task Force member). Members of the public expressed concerns about the lack of progress generally, the lack of action regarding the coalition letters, the failure to provide any form

14 See NYC ADS Task Force Advocacy Letters in Supplementary Materials.
15 See Comments Compilation in NYC ADS Task Force Documents, Supplementary Materials.
17 See NYC ADS Task Force Oversight Hearing Testimonies in City Council Oversight Hearings Documents, Supplementary Materials.
18 See NYC ADS Task Force Oversight Hearing Transcript in City Council Oversight Hearings Documents, Supplementary Materials.
of public education, the absence of public engagement, and the futility of convening a task force if its members are not provided with specific examples of automated decision systems used by city agencies. A non-governmental Task Force member also provided testimony revealing the city’s reluctance to provide the Task Force with information about automated decision systems used by city agencies. They argued that such information was necessary to fulfill the Task Force Law mandate and recommended that the City Council help facilitate such access.

After the oversight hearing revealed that the City had no intention of releasing a list of automated decision systems used by City agencies, the AI Now Institute published a chart with known examples of ADS systems used in New York City, citing media reports and other public documents, in addition to known ADS use examples from other jurisdictions. AI Now released the chart with the hope of providing the public with some foundational information in advance of the Task Force’s public forums and community meetings. Later that month, New York City Council Committee on Technology Chair, Council Member Peter Koo, sent a letter to ADS Task Force Chair Jeff Tharmkittikasem with detailed follow-up questions that ensued from the Technology Committee oversight hearing on April 4. Throughout April, media coverage revealed friction within the Task Force—particularly between city officials and non-government Task Force members—and growing public scrutiny about the lack of progress.

On the evening of April 30, 2019, the Automated Decision Systems Task Force held its first public forum on Fairness and Accountability at New York Law School. The public forums were structured so the first two hours were reserved for expert testimony with a question-and-answer session, during which only Task Force members could ask the experts questions. The last hour was open to the public to provide comments. All Task Force co-chairs were present; a mix of non-government and city-agency Task Force members were also present for portions of the evening. The forum featured expert testimony by Natalie Evans Harris (BrightHive), Sarah Kaufman (NYU Rudin Center for Transportation), Janai Nelson (NAACP LDF), Andrew Nicklin (Johns Hopkins University Center for Government Excellence), and Ginger Zielinski (Benefits Data Trust). The public comments portion of the forum was cut 30 minutes short with no explanation, when members of the public began asking the task force questions about the need for public education about automated decision systems to accompany public engagement, along with the need to make public engagement accessible. Commenters noted that late-evening events held only in Manhattan were not accessible to many New Yorkers. They also asked whether the report would include any examples of actual New York City automated decision systems, to which non-governmental members of the Task Force responded by citing the ongoing dispute over the lack of access to information.

On the evening of May 30, 2019, the Task Force held its second public forum: the ADS Task Force Public Forum on Transparency. All Task Force co-chairs were present; a mix of non-government and city-agency Task Force members were also present for portions of the evening. At the beginning of the hearing, the Task Force co-chairs announced that they had recently published a “Checklist for Determining whether a Tool or System is an ADS/Agency ADS as defined by Local Law 49 (2018)” (“Checklist”) on its website.
The forum featured expert testimony by Chancey Fleet (Data & Society, New York Public Library); Aaron Pallas (Columbia University); and Rumman Chowdhury (Accenture). The public-comments portion of the forum featured comments and questions from twelve community members. The public portion of the forum revealed disagreements among Task Force members, including a lack of consensus regarding the content in their recently published Checklist.

On June 27, 2019, ADS Task Force Chair Brittny Saunders and ADS Task Force Member Vincent Southerland met with members of the Atlantic Plaza Towers Tenant Association after two tenants provided testimony at the May public forum about their landlord's plan to install face recognition for entry into their apartment complex. On July 18, 2019, the Task Force cosponsored a community meeting with Council Member Koo and former Council Member Vacca at the Queens Library, Flushing Branch. Despite requests by Council Member Koo, the event was not published on the Task Force website; the only public advertisement of the event was at the library itself and via Council Member Koo’s Twitter account. The event garnered small community turnout. The Task Force subsequently hosted community events on August 28, 2019 at Arden Heights Boulevard Jewish Center in Staten Island and September 10, 2019 at Hostos Community College in the Bronx, but information about these meetings was never published on the Task Force website and little is known about the public's participation. On November 19, 2019, Mayor de Blasio released the ADS Task Force Report along with an executive order to establish an Algorithms Management and Policy Officer within the Mayor's Office of Operations. On November 26, 2019, Council Member Koo introduced legislation that requires annual reporting on ADS used by city agencies. 

### The New York City Advocacy Effort

Throughout the legislative and Task Force process, a coalition of civil rights advocates, researchers, community organizers, and concerned residents proved to be a crucial element in leveraging the public's concerns. This coordinated community involvement was necessary not only to demonstrate the urgency and need for legislation addressing government use of algorithm-based technologies, but also to bring public pressure to bear on the Task Force process. After a robust public showing at the legislative hearing for Int. 1696, members from a preexisting advocacy effort for surveillance transparency started to engage researchers and concerned New Yorkers about their apprehensions and to share existing research regarding the fairness, accountability, and transparency of algorithmic systems. Following the New York City Council passage of the ADS Task Force Law, this group met to assess how they could ensure their shared interests and concerns regarding government use of automated decision systems could be addressed through the prospective Task Force. In light of the City's lack of expertise on these issues, the group agreed to collaborate on a letter with recommendations to the mayor, and to continue to meet, as needed, throughout the Task Force process. The coalition also created two hashtags that helped broadcast their concerns on social media: #NYCalgorithms and #ADSTaskForce.

---

28 Peter Koo (@CMPeterKoo), “Come to the #Flushing @QueensLib tonight to learn how algorithms affect our daily lives in #NewYorkCity #tech #civictech #OpenData,” July 18, 2019, 12:58 p.m., https://twitter.com/CMPeterKoo/status/1151899162461528064.


When the City announced the formation of the ADS Task Force, its membership included several experts, advocates, and agency representatives recommended in the coalition's letter: Craig Campbell (Mayor’s Office of Data Analytics), Brittny Saunders (New York City Commission on Human Rights), Albert Fox Cahn\(^31\) (CAIR-NY), Julia Stoyanovich (Drexel University), Khalil Cumberbatch (The Fortune Society), and Meredith Whittaker (AI Now Institute).\(^32\) In light of the City's apparent responsiveness to the coalition's proactive outreach, the coalition decided to research and draft recommendations based on the provisions of the ADS Task Force Law. They also compiled a list of subject-matter experts and organizations whom the Task Force could work with and consult, hoping to provide it with a head start in its effort and to lay the groundwork for robust community engagement early in the process. Although the Task Force Chairs expressed gratitude for the coalition's advocacy intervention, there was no follow-up or request for further consultation for the remainder of the Task Force process.

This was a key missed opportunity for a number of reasons. First, it is rare for advocates and researchers to proactively offer frameworks and recommendations at the beginning of a task force or other government review processes. Second, the Task Force squandered time by deliberating only a few ADS issues, and did not appear to consult the recommendations or resources outlined in the letter. Third, the coalition letter listed over 127 organizational and individual experts and advocates with valuable perspectives on the issues the Task Force was empowered to consider, and few were engaged throughout the Task Force process. These experts and advocates could have been solicited for collaboration on public education and engagement opportunities, including the 2019 Public Forums and Community Meetings; identifying and evaluating local consequences or harms resulting from the City's ADS use; assessing actual awareness of ADS issues among specific stakeholder groups; and other opportunities that could have informed the Task Force's recommendations and raised public awareness on government use of ADS.

After months without a response from the Task Force, and without any indication that it intended to engage in public education or outreach, the coalition sent the Task Force another letter expressing concern about the lack of adequate public engagement, highlighting examples of other jurisdictions that had structured robust public engagement programs around similar issues. Shortly after sharing and publicly posting this letter, several coalition members participated in the April 4 City Council Committee on Technology Oversight hearing of the ADS Task Force, which was convened in response to concerns about the Task Force's lack of public engagement and its slow progress. During the public portion of the oversight hearing, coalition members highlighted the various missed opportunities in the Task Force process, as well as the importance of the Task Force using local information and concrete examples to inform its recommendations. Coalition members also engaged media, providing outlets that had previously covered the Task Force with an update and notice in advance of the oversight hearing. Media engagement can be a useful strategy for creating greater accountability, providing a public record of events and insights on government performance.

During this same period, the coalition was actively engaging new organizations and individuals that were not currently part of the coalition effort, but whose knowledge and expertise required inclusion. Members of the coalition drafted a list of local and national organizations and researchers whose insights were relevant to the issues the Task Force was considering, and who should at least be made aware of the

\(^{31}\) Afaf Nasher, Executive Director of CAIR-NY, was actually named to the Task Force, but Albert Cahn participated on behalf of CAIR-NY throughout 2018.

\(^{32}\) Note that some professional affiliations may have changed since the formation of the Task Force.
Task Force process and the concerns regarding government use of ADS. To help provide context to new partners and allies, the coalition shared existing resources including AI Now’s Algorithmic Accountability Policy Toolkit,33 and a chart of New York City ADS use examples organized by issues.34 The coalition also made clear that there were many ways for new members to participate, based on what made the most sense for the organization or individual. By prioritizing flexible and inclusive practices, the coalition was able to attract a wide variety of perspectives and experience levels, and to ensure that engagement was feasible for a broad array of participants.

Despite announcing plans to host two public forums at the end of March, the City released no additional details about public participation in the forums. The Task Force website and the event websites noted that the public could submit written comments to the Task Force via email or give comments in person, but provided no details about whether there were any restrictions (most City public hearings impose time limits on public comments, for example), whether the public would be able to ask questions of the Task Force or the invited experts, or how much of the three-hour event would be reserved for public participation. As a result of this lack of public communication, and the lack of meaningful information, public participation was limited at the April 30, 2019 public forum, and most coalition members attended to observe how the event was run so that, informed by this experience, they could organize for more robust participation at the next forum. Notably, since no members of the public signed up to provide comments, coalition members used the public-comments period to direct questions at the Task Force—there were no stated prohibitions against asking Task Force members or invited experts questions. After a series of direct questions about the lack of public engagement, the opacity of the process to date, and concerns about specific agencies, to which non-government Task Force members answered candidly, the Task Force chairs abruptly ended the forum early.

Before the May 30, 2019 public forum, the coalition met and drafted specific questions to ask at the end of each oral testimony. Following the Task Force chairs’ response to directed questions during the April forum, the coalition wanted to use the next forum to create a robust public record of concerns and to give the Task Force an opportunity to respond to questions and concerns that were not addressed either at the previous public forum or at the City Council oversight hearing. The coalition also emailed the Task Force chairs in advance of the May forum seeking additional information about the upcoming forum and community meetings. The coalition was particularly interested in the following issues:

1. the goals of the community meetings
2. whether public education about ADS would exist in advance of those meetings
3. whether the Task Force planned to collaborate on or co-facilitate public meetings with community-based organizations
4. whether there would be funding to support collaboration with community-based organizations
5. whether there were plans to update the Task Force website with resources and articles to explain ADS issues to the public (the coalition also offered to recommend resources)

34 An updated version of the ADS examples chart is available in the Supplemental Materials.
The Task Force chairs replied with more information about the May forum and an update that planning for community sessions in Brooklyn, Queens, Manhattan, the Bronx, and Staten Island was underway and that they were already working closely with community-based organizations and stakeholders.\textsuperscript{35}

During the public-comments portion of the May public forum, several members of the coalition and the public provided oral comments (which were also submitted in written form via email). They ended their comments with questions for the Task Force. Initially, the Task Force chairs answered the questions, but other Task Force members soon interjected with their own responses. This revealed a lack of consensus among the Task Force, in which many non-governmental members expressed concerns about its slow progress and the City’s opacity. At the end of the May public forum, the Task Force chairs announced a series of community meetings to be held throughout the summer. However, information about these meetings was never published on the Task Force website.

On June 10, 2019, New York State Senator Andrew Gounardes introduced S. 6428, legislation creating a statewide task force on the role of artificial intelligence in New York State Government. The coalition provided insights to Senator Gounardes to ensure the state legislation avoided repeating missteps from the New York City experience. The coalition also promoted the introduction of the legislation with the hope that state-level pressure would incentivize the City to make a good-faith effort. During this same period, the coalition agreed to solicit and publish a compilation of comments and letters directed at the Task Force during the spring of 2019. In July, AI Now published this compilation to provide a more robust public record of the concerns and feedback the Task Force received during its period of public engagement.

Throughout the remainder of 2019, the coalition continued to share information and draft advocacy options in the absence of any public update or communications from the City about the Task Force process. They stressed the continued need to educate and engage the public about government use of ADS, and decided to create this report and plan a community-led public-education event. Following great examples from other jurisdictions where advocates have created community-led forums and events in the absence of government action or accountability,\textsuperscript{36} the coalition will host a \textbf{community-led public-education community event on Saturday, December 7, 2019, from 11 a.m. to 3 p.m. at Riverside Church (490 Riverside Drive) in Manhattan}. We invite the public, the NYC ADS Task Force, and City officials to join us!

\textsuperscript{35} Record on file with the editor.

SECTION 2: RECOMMENDATIONS REGARDING GOVERNMENT USE OF ADS

Recommendations Based on The Provisions of Local Law 49 of 2018

This section includes recommendations based on the specific provisions of Local Law 49 of 2018. These recommendations were drafted for the New York City policy context, but most can be modified for other jurisdictions.

- The Task Force should adopt the following definition of “automated decision system” to determine which systems should be subject to its recommendations on procedures, rules, policies, and actions regarding government use of automated decision systems.

  An “automated decision system” is any software, system, or process that aims to automate, aid, or replace human decision-making. Automated decision systems can include both tools that analyze datasets to generate scores, predictions, classifications, or some recommended action(s) that are used by agencies to make decisions that impact human welfare, and the set of processes involved in implementing those tools.

- Agencies should maintain a public archive identifying automated decision systems that are subject to procedures, rules, policies, or actions recommended by the Task Force, as well as systems and categories of systems (e.g., short-lived Microsoft Excel formulae that are not used to inform significant policy determinations) excluded from the recommended procedures, rules, policies, or actions, and explanations of their exclusion. The City should also implement a procedure for the public to challenge an agency’s exclusion of an automated decision system.

Impact on public welfare includes but is not limited to decisions that affect sensitive aspects of life such as educational opportunities, health outcomes, work performance, job opportunities, mobility, interests, behavior, and personal autonomy.
Recommendations on procedures, rules, policies or actions for how a person may request and receive an explanation of how an agency automated decision system determination was reached

- The City Council and the Mayor should provide agencies with annual budgetary support to ensure that public documents and communications related to the agency’s use of automated decision systems are broadly available and accessible. Agencies should ensure that public documents and communications account for language, socioeconomic, cultural, geographic, educational, and digital-access differences. This budgetary support should be used to hire and consult group-facilitation experts to design, lead, and implement public meetings centered on soliciting community concerns regarding existing procedures, and this engagement should occur prior to and during the design process. The budgetary support should also cover training and other costs associated with ensuring that agency staff and/or other relevant civil servants (e.g., librarians) can directly assist community members in accessing, understanding, and using such resources. Agencies can include provisions in third-party vendor contracts to ensure the vendor assists and produces the necessary resources for this process.

- The City should require procurement contracts to include provisions requiring the vendor to provide agencies documentation on the details of all of the datasets used in the development, implementation, and testing of the systems (training data and input data); a description of the ADS model performance, including details on data informing the model, and high-level characteristics of the model. As part of this process, the following information should be requested of the vendor: plain-language descriptions of how the system makes determinations; any records of bias, fairness, or validation-testing performed on the system; design documentation and information about a given system’s technical architecture; records of all vendor marketing materials and claims about the system; plans for ongoing maintenance, monitoring, and system updates; training materials for any users of the ADS; response plans for any system changes that result from technical updates; any independent or internal auditing of results from the implementation of the system; and any other relevant information that will assist agencies in developing explanations of how an automated-decision-system determination was reached and compliance with any other Task Force recommended procedures, rules, policies, or actions.

Agency explanations should include general, plain-language descriptions of the following: the automated decision system's overall function; a description of how agency staff interacts with or uses the system; a description of the agency’s practices or policies in which the ADS system is used; a description of the purpose of the system and how it relates to the agency’s mission or a societal need; and a description of the agency’s process to measure the impact or value of the system.

Agency explanations should be made available to the public upon request and the agency must publish a clear process for how individuals or organizations can request explanations for each system in use. The process for requesting information should be published on the City 311 and agency websites, in a similar manner to Freedom of Information Law requests, and should also be available at agency offices or other relevant locations.

 Agencies should adopt procedures that guarantee an agency response to a request for an explanation of an automated decision system determination within a 20-day time period. Requests for explanations of automated-decision-system determinations pertaining to critical issues (e.g., public benefits eligibility or allocation) should have a limited response timeline of five business days. Explanations should include a description of the process and timeline to appeal an automated-decision-system determination.

The City should require agencies using automated decision systems to maintain and publish metrics regarding how many determinations each ADS system was involved in making, the number of requests for explanation it received about each ADS, whether the explanation resulted in a challenge, the outcome of that challenge, and a summary of anonymous qualitative feedback from residents receiving the explanation. This information can be published in a privacy-preserving manner, but it should allow the public and public officials to assess the efficacy and impact of procedures and practices as well as the utility of automated decision systems.
**Recommendations on procedures and standards to determine whether an agency automated decision system disproportionately impacts persons based on protected status**

- The City should require agencies to develop a pre-acquisition or development procedure (depending on how ADS is acquired and implemented) to ensure that experts and individuals directly affected by ADS use are meaningfully consulted multiple times during the development of an automated decision system. Such consultation should be balanced to ensure robust and comparable participation among experts and individuals affected by ADS use. Agencies should maintain a public record of external participation. Agencies must ensure that non-agency experts and community members are consulted early in the acquisition and development process (preferably before and during the design), since important policy determinations that can result in disproportionate outcomes occur early in system development.

- The explicit expectation is that ADS should not result in a disproportionately negative effect on members of a protected class, and measures should be affirmatively undertaken to eliminate disparities. In furtherance of this goal, the City should require all agencies using ADS to adopt a standard for assessing disproportionate impact based on protected status. This standard should be tailored to the specific use and context of a given ADS. The following is an example of a general standard agencies can consider and modify for this purpose: if an ADS selects or affects members of a protected class at a rate that varies by four-fifths or more, then that ADS should not be used unless the agency provides a public explanation of why its use of the ADS is necessary to achieve an important agency interest, and that there is no less-discriminatory alternative to achieving this interest. Agencies should look not only at the decisions made by the ADS but also, where applicable, the actions taken by the City employees, contractors, or other state actors in response to the ADS, to ensure that practitioners are not responding to the automated recommendations in discriminatory or unlawful ways.

- The City should require agencies to document and justify data collection associated with the development, function, and implementation of an ADS. In these written statements, agencies must both address the privacy impact on the public generally and on members of a protected class specifically. These statements should be published before use of newly procured ADS and annually for all currently used ADS.

---


When an agency’s use of an ADS produces harm and/or disproportionately impacts individuals or groups based on protected status, the agency must (1) cease use immediately if there are comparable unautomated practices or processes in place, or (2) when immediately ceasing use of the ADS will cause more harm, the agency must publish notice of an ADS or unautomated practice redesign process. The redesign process must include individuals and advocates from the communities or protected class whom the system is found to disproportionately impact; this can include representatives from community-based organizations and residents not affiliated with an organization. Community participation must occur within the first 90 days of the redesign process, and calls for participation should be publicly posted, ensuring that community members are able to select adequate organizations and representatives for participation. The agency must specifically design and host pre-meeting preparation sessions for non-government participants to ensure that they can comfortably and meaningfully participate in the redesign process.

The City Council should pass a law providing a private right of action for individuals or groups of individuals where agency use of ADS is the proximate cause of an injury.

Agencies should define and publicly post a procedure allowing the public access to all information required to assess whether an ADS produces disparities between similarly situated individuals based on protected status. Agencies should adopt procedures that guarantee an agency response to a request within a 20-day time period.

The City should make a list of automated decision systems used by agencies publicly available online and accessible in print at branches of the New York Public Library. This list should be disaggregated by agency, and should include the following:

- A description of the purpose of the automated decision system, including any decisions that the system is used to make or assist in making and which types of people are likely to be affected by those decisions.
- A description of the procedure for individuals to learn whether and how an automated decision system was used to make a decision that affects them. This should include clear information on how an individual or group may challenge a decision in which an automated decision system was involved, timelines for each procedure, and expected response time from the agency.
- The process by which the automated decision system is used to make decisions (e.g., whether the system makes decisions directly, or informs the decisions of agency staff, or is otherwise integrated into a process that results in a determination affecting human welfare).

Recommendations on procedures and standards for addressing instances in which a person is harmed by an agency automated decision system if any such system is found to disproportionately impact persons based on protected status

41 Agency use of ADS that are used to mitigate or address historical and systemic bias and harm should not be considered a discriminatory practice, similar to NY Exec. L. § 296 (2015).

42 E.g., a representative sample or full set of past ADS predictions or decisions.
• Relevant technical information of the ADS can include, but is not limited to:
  1. source code
  2. all versions of the ADS including updates to the model, formulae, software, interface, and other records of meaningful changes made to the ADS
  3. design documentation and information about the ADS' technical architecture including data-provenance information
  4. some justification for the validity of using a model trained on data from a potentially different context than the agency’s
  5. the system's intended use as implemented (e.g., the automated decision system's actual objective function)
  6. any records of bias, fairness, or any validation-testing performed on the system and on applicable human uses of the system
  7. training and other materials relating to how a user interacts with a system (including wireframes or documentation on how determinations from the system are displayed and communicated)

• Any marketing materials, internal documentation, and training instructions or materials intended to inform agency employees interacting with the ADS.

• In the future, the City shall not permit any agency to enter into any agreement with ADS vendors that would prevent the aforementioned information disclosure. If any existing contract with a third party precludes an agency from releasing such information, the agency must publicly post (i) the name of such third party, (ii) an electronic link to a copy of such contract, (iii) the date that the current term of such contract will expire, and (iv) a statement explaining why the contract prevents the agency from releasing such information. If no such obstacles exist, a plan for publicly releasing such technical information, including the anticipated date of such release, should be created.

• Policies and procedures relating to access, use of the system or input data, and any safeguards to protect system or input data from unauthorized access or use.

• Documentation of privacy impact, including, but not limited to, materials documenting any other agencies or third parties that have access to the automated decision system, its input data, or its outputs.

• Information regarding audits of such systems, including the methods that would comprise an audit, its frequency, scope, and public availability of such audits.

• A statement documenting the processes by which policy decisions related to the development of the automated decision system model (e.g., score thresholds, system objectives) were made.

---

Recommendations for a process for making information publicly available that, for each agency automated decision system, will allow the public to meaningfully assess how such a system functions and is used by the city, including making technical information about such a system publicly available where appropriate.

(Continued)

- There should be no exceptions to making the aforementioned list of automated-decision-systems information public. If an agency attempts to raise agency-specific concerns or legal compliance issues that would prevent the release of some of the aforementioned information, the agency should provide a detailed statement regarding the need for the limitations and a review of the information that can be released without revealing sensitive agency data or producing an adverse outcome to the City Council and comptroller. The City Council and comptroller should hold annual oversight hearings on these issues.

- The City should develop mechanisms to connect transparency requirements more strongly to approval of contracts. For example, the City can make some agency funding conditional upon meeting certain standards of algorithmic disclosure and interpretability through external, independent audits.

- The City should require agencies that use or intend to use automated decision systems to perform an algorithmic impact assessment before acquiring or developing a new automated decision system. Each agency should perform a self-assessment of existing and proposed automated decision systems, evaluating potential impacts in terms of fairness, justice, bias, privacy, civil rights, and other concerns. Agencies should provide a public notice and comment period of the self-assessment and respond to comments or concerns raised by the public before publicly posting the final assessment.

Recommendations on procedures for archiving agency automated decision systems, data used to determine predictive relationships among data for such systems and input data for such systems

- The City should allow outside experts and researchers access to archived input data and other relevant agency data necessary to identify systemic and structural problems that may derive from agency practices and procedures, and affect the output and use of a given ADS. The findings can be used to identify optimal policy solutions.

- Agencies should document, archive, and publicly post a retention schedule for changelogs of modifications made to the source code or models of an automated decision system (i.e., agencies should inform the public about how, and for how long, they will be preserving the records of different versions of a given ADS system). The changelogs should include plain text describing any changes, including why they were necessary, along with agency-internal communication and/or communication between agency employees and vendors relating to any changes made to a given ADS system. All information should be presented in a way that allows researchers to understand how such changes affect the determinations produced by the automated decision system, and evaluate these over time.

---


45 For example, data demonstrating that NYPD’s stop-and-frisk practice unlawfully targeted Black and Latino New Yorkers, and that an overwhelming majority of the stops did not lead to evidence of a crime, was only available to a group of legal organizations following racial-profiling litigation. If such data had been preemptively available for scrutiny, then this unlawful practice and subsequent reform could have been identified without costly litigation.
Recommendations to Government Agencies Considering ADS Use (General)

This section includes recommendations with explanations for agencies that are considering procurement or development of ADS. These recommendations should also be evaluated by agencies currently using ADS, as some of the recommendations can still be pursued within existing contract agreements or where an agency developed the ADS internally. These recommendations are not jurisdiction specific, so they can be evaluated and adopted by governments outside of New York City.

<table>
<thead>
<tr>
<th>Agencies procuring ADS should not enter purchase agreements or licenses that require the agency to indemnify vendors for any negative outcomes.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Some vendors, notably SAS Institute, require government agencies to indemnify the company for any legal claims that arise from its use of their systems. When agencies agree to such provisions, they absolve vendors of responsibility and accountability for negative consequences that were caused by design errors or oversights in the ADS that vendors should be accountable and responsible for.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Agencies procuring ADS should require agency-vendor contracts to stipulate that vendor or agency conduct and publicly publish a validation study (including the methodology and results) that audits disparate impact, accuracy, and the value of using the ADS in place of existing practices.</th>
</tr>
</thead>
<tbody>
<tr>
<td>If the vendor performs these studies, they should share all relevant data inputs, methodologies, code, and findings that comprise the validation study and its results with the agency. These validation studies should be performed on an ongoing basis.</td>
</tr>
</tbody>
</table>

Some vendors may claim that they have validated their product or service internally (for disparate impact and accuracy) but fail to share the results of this validation with agencies, or they may refuse to share code, data, and other relevant documentation due to trade secrecy. In order to ensure ADS use is just, accurate, and constitutes an improvement over existing practices, agencies should ensure that continual (e.g., annual or biannual) audits and validation studies are performed and that ADS are responsive to any changes in institutional policies or practices.

Agencies must adopt clear procedures relating to the collection, usage, storage, and sharing of personal information in the context of developing, using, and validating a given ADS in a privacy-preserving manner. ADS use can increase opportunities for unnecessary data collection, and sharing that data increases individual privacy risks. Agencies should adopt clear procedures that include (1) obtaining informed consent from individuals whose personal information is sought for the ADS, (2) limiting the duration for which personal information and the results of the ADS are stored, (3) detailing the process by which individuals can correct the personal information used in the ADS, and (4) technological and physical safeguards to ensure the security and integrity of any personal information used in the ADS, including the use of anonymization techniques wherever possible and ensuring periodic independent security audits of databases involved in the ADS. Note that given the powerful predictive and inferential capabilities of current machine-learning techniques, some ADS systems may produce personal data as part of their outputs, even if these outputs were not dependent on the ADS having access to personal information to begin with. Personal information that is generated by an ADS should also be subject to these procedures.

Agencies should prioritize community needs for trust and accountability in ADS procurement and predeployment testing processes and make sure that transparency practices are in place sufficient to ensure these needs are met. Government agencies seeking to acquire and use ADS should internally assess the knowledge differentials or inefficiencies that limit accountability and contribute to the agency’s inability to adequately assess and anticipate problems that may arise from such systems. Government agencies should ensure third-party vendor contracts include assurances of compliance with antidiscrimination laws. Inclusion of such provisions will ensure the agency has standing to have the system fixed, and that vendors share liability if ADS use produces discriminatory outcomes.

Agency contract agents or other individuals with authority to negotiate ADS contracts should ensure the contract includes language requiring the vendor to guarantee the product or service is compliant with federal, state, and local antidiscrimination laws. ADS compliance with antidiscrimination laws is not always guaranteed. Agencies should ensure third-party vendor contracts include assurances of compliance with antidiscrimination laws. Inclusion of such provisions will ensure the agency has standing to have the system fixed, and that vendors share liability if ADS use produces discriminatory outcomes.

Prior to licensing or purchasing such a system, agencies should qualitatively evaluate the relative advantages and risks of procuring an ADS that relies on biometric data. This evaluation should consider issues like data sources, privacy, and consent, and should also take into account the vulnerability of the population most affected by the implementation of the tool, and the potential impact such a tool would have on these populations, in the best- and worst-case scenarios. Only after a documented evaluation of these ethical considerations should the agency begin a process of validating the functionality of these systems. In order to verify the functionality of these systems, the agencies must demonstrate that any biometric detection system performed up to a specified standard. Because such evaluations may not include adequate representation from the specific context of deployment of the system (NIST benchmarks, for example, are often exclusively adult subjects, and tend to be skewed in gender and race representation), the testing procedure accepted must include an evaluation on a user-representative dataset, in which the major intersectional demographic categories of the affected user population are adequately represented in the test set. Agencies must report the performance of the model on each demographic subgroup in order to acknowledge any performance disparities.

Vendors of ADS often make broad trade-secrecy or confidentiality claims when agencies, researchers, members of the public, or parties to a legal challenge of a given ADS request information about the ADS that should otherwise be shared. Thus, invocation of such corporate-secrecy laws can function as a barrier to due process, making it difficult to assess bias, contest decisions, or remedy errors. In response to these obstacles posed by some vendors, governments have introduced legislation or enacted laws prohibiting vendors or agencies from asserting trade-secret or other intellectual-property protections. Agencies should either include provisions requiring vendors to waive such claims, or avoid procurement and use of ADS with vendors that refuse such waivers.

Agencies using face or other biometric analysis should request the following information from vendors to assess whether current or prospective ADS will disproportionately affect individuals or groups based on protected class.

Agencies should not procure or use ADS that are shielded from independent validation and public review because of trade-secret or confidentiality claims.

A user-representative dataset includes a representative sample of each intersectional demographic subgroup within the expected user population. Note that this is not a proportional sample of the expected user demographic—even if 2 percent of the population is expected to have darker skin types, there should still be an equal number of subjects in the test set with darker and lighter skin types in order to be representative of both possibilities. More details on the importance of desegregated subgroup evaluation and an example of execution can be found in the following studies: Buolamwini and Gebru (2018), “Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification,” http://gendershades.org/overview.html, and Raji and Buolamwini (2019), “Actionable Auditing: Investigating the Impact of Publicly Naming Biased Performance Results of Commercial AI Products,” https://dl.acm.org/citation.cfm?id=3314244.
Recommendations to Specific Agencies about ADS Use

This section includes recommendations to specific New York City agencies regarding the procurement, development, use, and oversight of ADS currently or prospectively used in New York City. These recommendations are informed by knowledge of agencies’ practices and policies, in addition to known ADS use cases in New York City or use cases by similar agencies in other jurisdictions. Although these recommendations are tailored to the local context, the recommendations are relevant to concerns, issues, and challenges in other jurisdictions. Each recommendation is accompanied by a rationale so that stakeholders in other jurisdictions can assess the applicability and adequacy for their jurisdictional context.

ACS should conduct retroactive reviews of districts that have implemented predictive analytics (a type of ADS) in their welfare departments to identify best practices and the viability of the use of predictive analytics in child welfare, and to determine what additional research is necessary to develop these systems in a constructive, rights-preserving manner.

Predictive analytics (also called predictive risk-modeling) have been used in child-welfare agencies across the country with mixed success. For example, the Illinois Department of Children and Family Services implemented predictive analytics and found that the system improperly assessed a majority of children and failed to identify at-risk children who ultimately died of neglect or abuse. Meanwhile, Allegheny County first adopted its Allegheny Family Screening Tool in August 2016, but implemented a revised version in December 2018. While the success of the tool remains in debate, Allegheny County’s experience with implementation and tool redesign, as well as community accountability and transparency, may be informative. As a result, ACS should examine multiple use cases before proceeding to pilot any predictive analytics tools.

ACS should publicly identify the specific ways in which the ADS is being used by the agency, including how the ADS is used to make decisions in individual cases and whom the ADS evaluates (i.e., the accused, the child, the family). ACS should also create a means for regularly gathering and surveying the experiences of people with prior/current interactions with ACS, frontline service providers, and ACS personnel with these uses. These responses should inform the current implementation and future revisions of the ADS tool.

By disclosing the specific decision points and ACS practice or procedures where ADS tools will be or are currently used, the agency promotes transparency around the tool. By soliciting and responding to the questions and concerns expressed by people directly affected by the use or outcomes of the ADS, ACS creates greater public accountability. Moreover, in light of the fact that ADS decisions can result in state intervention in family practices or family separation, the public should be informed about the potential implications of ACS use of ADS.

ACS should evaluate and adopt the recommendations from the preceding sections, in addition to the following agency-specific recommendations.

ACS should conduct retroactive reviews of districts that have implemented predictive analytics (a type of ADS) in their welfare departments to identify best practices and the viability of the use of predictive analytics in child welfare, and to determine what additional research is necessary to develop these systems in a constructive, rights-preserving manner.

Predictive analytics (also called predictive risk-modeling) have been used in child-welfare agencies across the country with mixed success. For example, the Illinois Department of Children and Family Services implemented predictive analytics and found that the system improperly assessed a majority of children and failed to identify at-risk children who ultimately died of neglect or abuse. Meanwhile, Allegheny County first adopted its Allegheny Family Screening Tool in August 2016, but implemented a revised version in December 2018. While the success of the tool remains in debate, Allegheny County’s experience with implementation and tool redesign, as well as community accountability and transparency, may be informative. As a result, ACS should examine multiple use cases before proceeding to pilot any predictive analytics tools.

ACS should publicly identify the specific ways in which the ADS is being used by the agency, including how the ADS is used to make decisions in individual cases and whom the ADS evaluates (i.e., the accused, the child, the family). ACS should also create a means for regularly gathering and surveying the experiences of people with prior/current interactions with ACS, frontline service providers, and ACS personnel with these uses. These responses should inform the current implementation and future revisions of the ADS tool.

By disclosing the specific decision points and ACS practice or procedures where ADS tools will be or are currently used, the agency promotes transparency around the tool. By soliciting and responding to the questions and concerns expressed by people directly affected by the use or outcomes of the ADS, ACS creates greater public accountability. Moreover, in light of the fact that ADS decisions can result in state intervention in family practices or family separation, the public should be informed about the potential implications of ACS use of ADS.

49 See ADS Use Chart in Supplementary Materials
50 For example, the Illinois Department of Children and Family Services; Allegheny County, Pennsylvania; and Hillsborough County, Florida.
ACS removal decisions should not be solely based on ADS predictions or recommendations, and should require court authorization.

The impacts of out-of-home placement decisions are complex and underresearched; research suggests that family separations increase the risk to a child’s cognitive, emotional, educational, and social development. 53 While New York City has led the country in decreasing the number of children in foster care through the use of preventative services, ACS removed 1,854 children in FY 18 without court authorizations, and at least 20 percent of these cases were not given approval through the courts—data that could be fed into a prospective ADS. Because of the stakes of this decision and the potential for ADS to reinforce existing biases and disparities in child welfare, ACS should incorporate meaningful human oversight of any decision where ADS may play a role, and should develop mechanisms for review and redress.

ACS should proactively and publicly release data annually relevant to whether current and prospective ADS use is affecting or worsening racial and socioeconomic disparities in ACS practices and outcomes.

ACS and many child welfare agencies around the United States have policies and practices that disproportionately affect racially and socioeconomically marginalized groups. This skewed focus is partly the historical legacy of past agency practices and goals to intervene in these specific communities. 55 Additionally, the broad and amorphous definitions of “neglect” and “maltreatment” have allowed factors correlated with poverty and racial stereotypes to be conflated with, or mistaken for, harm to children or risk thereof. Included among the data that ACS should release, broken down by demographic characteristics, are the number of complaints screened in and screened out; types of services offered/required; children removed versus not removed during pendency of investigation, upon close of investigation; children placed with kin versus congregate care versus foster care; cases identified for additional or greater scrutiny versus those not.

ACS removal decisions should not be solely based on ADS predictions or recommendations, and should require court authorization.

The impacts of out-of-home placement decisions are complex and underresearched; research suggests that family separations increase the risk to a child’s cognitive, emotional, educational, and social development. 53 While New York City has led the country in decreasing the number of children in foster care through the use of preventative services, ACS removed 1,854 children in FY 18 without court authorizations, and at least 20 percent of these cases were not given approval through the courts—data that could be fed into a prospective ADS. Because of the stakes of this decision and the potential for ADS to reinforce existing biases and disparities in child welfare, ACS should incorporate meaningful human oversight of any decision where ADS may play a role, and should develop mechanisms for review and redress.

ACS should proactively and publicly release data annually relevant to whether current and prospective ADS use is affecting or worsening racial and socioeconomic disparities in ACS practices and outcomes.

ACS and many child welfare agencies around the United States have policies and practices that disproportionately affect racially and socioeconomically marginalized groups. This skewed focus is partly the historical legacy of past agency practices and goals to intervene in these specific communities. 55 Additionally, the broad and amorphous definitions of “neglect” and “maltreatment” have allowed factors correlated with poverty and racial stereotypes to be conflated with, or mistaken for, harm to children or risk thereof. Included among the data that ACS should release, broken down by demographic characteristics, are the number of complaints screened in and screened out; types of services offered/required; children removed versus not removed during pendency of investigation, upon close of investigation; children placed with kin versus congregate care versus foster care; cases identified for additional or greater scrutiny versus those not.

---


In individual cases, ACS should inform the child/children and parent(s) who are the subjects of the investigation the specific scores, recommendations, risk evaluation, or other determinations made by an ADS tool as part of the investigation.

Informing individuals about the way in which an ADS tool operated to impact them in particular is important to ensure that determinations in every case are made on a sufficiently individualized basis and not overgeneralizations alone. Justice and due-process considerations weigh in favor of such disclosures.

ACS should not use scores, predictions, or other outcome of any ADS tool to punish families or parents. While ACS may offer services voluntarily to families, these efforts can, in practice, be overly punitive and/or coercive rather than supportive and be seen as such.\(^{56}\)

ACS should not use ADS to classify or investigate families that have no complaint against them.
Section 2: Recommendations Regarding Government Use of ADS

Department of Education (DOE)

DOE should evaluate and adopt the recommendations from the preceding sections, in addition to the following agency-specific recommendations.

The current DOE appeal process only permits students to appeal school assignment based on limited and predetermined reasons (e.g., medical hardship). This fails to acknowledge that assignment outcomes can be the product of algorithmic system errors and can reinforce existing racial and socioeconomic segregation in New York City schools.

Department of Corrections (DOC) and Board of Corrections (BOC)

DOC and BOC should evaluate and adopt the recommendations from the preceding sections, in addition to the following agency-specific recommendations.

ADS used by DOC to assess eligibility for programming or access to care should not rely on local, state, or federal criminal justice data, including gang-affiliation designations or arrest data. Instead, DOC should develop just policies and methods that evaluate eligibility based on the availability of services and individualized logistical factors (e.g., length-of-stay based), rather than the “risk” of the individual.

Access to care (e.g., nursery programs for new mothers) and programming (e.g., literacy classes and library services) are critical to addressing individual health needs and developing life and work skills, which, in turn, help reintegration into one’s community and the reduction of recidivism. Currently, DOC’s assessments for programming use various kinds of criminal justice data, which can include subjective determinations of gang affiliation or data that reflects systemic biases of the criminal justice system. Additionally, this data does not adequately assess an individual’s needs for care or preparedness for programming, which serves to limit access to these important services. Therefore, DOC should adopt just and rights-preserving policies and methods for assessing and allocating programming and care.

Department of Education (DOE)

DOE should modify its school-assignment appeal process to allow students to challenge assignment outcomes that may be the product of ADS error or failures.

The current DOE appeal process only permits students to appeal school assignment based on limited and predetermined reasons (e.g., medical hardship). This fails to acknowledge that assignment outcomes can be the product of algorithmic system errors and can reinforce existing racial and socioeconomic segregation in New York City schools.


DOE should proactively and publicly release data relevant to assessing bias and discrimination concerns related to current and prospective ADS use. Specifically, DOE should make assignment algorithms’ data (e.g., student choice inputs and matching outputs) with relevant demographic data available for testing and evaluation of whether it perpetuates or worsens segregative effects and other educational equity concerns.

The school-assignment algorithm used by DOE has been the subject of controversy given the extreme racial and socioeconomic segregation⁵⁹ in New York City schools. In response to these growing concerns, the City enacted the School Diversity Accountability Act,⁶⁰ which requires the DOE to publicly release demographic data related to school enrollment by individual grade levels and programs within schools. However, enrollment data does not show whether there are disparities in who applies to specific schools and who actually gets in. In order to accurately assess whether the school-assignment algorithm contributes to discriminatory outcomes, interested parties must have access to the assignment algorithm’s data (e.g., student choice inputs and matching outputs). This type of data should be made available by the DOE so researchers, advocates, and New York City families can assess whether this ADS is contributing to segregation in City schools, especially since research shows that where a student goes to school can significantly affect their life opportunities and outcomes. If there is no way for the DOE to publicly release assignment algorithm data in a privacy-preserving manner, the DOE should provide data to an independent third party for evaluation of segregative effects and other educational equity concerns. The results, methodology, and analysis of the third party should be made publicly available and the DOE should subsequently hold a public hearing (with adequate notice) for educational equity experts, advocates, and community members to provide feedback or dissent. This independent evaluation and public review process should occur on an ongoing basis, as long as DOE uses ADS for school assignment.

---


Department of Education (DOE) (Continued)

DOE should place a moratorium on adoption of facial-recognition systems and other biometric identifiers in schools until further research is conducted regarding their impact, efficacy, and utility, as well as regulations enacted providing adequate safeguards, standards of use, compliance procedures, and reporting requirements.

Localities in New York, such as the city of Lockport, have begun to implement infrastructure for facial recognition and other biometric monitoring technology—systems that can identify individuals using unique characteristics like gait or voice. This is in the face of mounting evidence that facial recognition and biometric identifying systems are flawed and reinforce racial and gender bias. While a bill placing a moratorium on the use of biometric ADS in schools pending further research is currently under review (the bill has passed in the Assembly and is being considered in the Senate), the DOE should proactively place a moratorium on the use of this technology in schools until further research and regulation are put in place, given the well-established risks these technologies pose and the sensitivity of the population affected by the use of such systems (i.e., minors).

DOE should evaluate ADS technologies currently and prospectively used in schools in a surveillance capacity for its effect on students, teachers, staff, and the educational environment. These evaluations should include consulting a variety of experts and at least two community listening sessions. The evaluations should also include an assessment of the efficacy of existing privacy, data-collection, and sharing protocols, policies, and safeguards.

Reports of schools adopting ADS for surveillance to address school security and detect possible mental-health issues has prompted a backlash given the potential for disparate impact, questions of efficacy and accuracy, student and teacher privacy concerns, lack of safeguards around data collection, lack of clear specifications around data collection, sharing, and use, and the potential to harm child development. ADS technologies with surveillance capacity include but are not limited to systems that scan students' social media, texts, and documents. It is thus imperative that the impact of this class of ADS is carefully understood in order to inform the decision of whether to procure surveillant ADS in the future and how to properly deploy and monitor their use.

DOHMH should evaluate and adopt the recommendations from the preceding sections, in addition to the following agency-specific recommendations.

**DOHMH should clarify publicly whether social-media data is used for any ADS system involved in public-health surveillance, monitoring of epidemics, or mental-health screening.**

Forecasting of population health trends using social-media data has been fueled by many studies, and has spurred their use by public health departments, including the Chicago Department of Public Health, using Twitter data to identify outbreaks of foodborne disease.\(^70\),\(^71\) However, this is incredibly problematic, not only because these tools can be inherently prone to bias due to cultural and geographic factors,\(^72\),\(^73\) but also due to the fact that surveillance without consent of individuals using data from social-media platforms will breed distrust within the communities being monitored.\(^74\) Moreover, serious concerns regarding the evidence that such systems are effective remain unaddressed,\(^75\) and therefore DOHMH should ensure that clear justification and community engagement (in part through public disclosures) exist for any ADS using such data.

**DOHMH should perform a disparate impact evaluation and publicly disclose if any previous or current ADS produce racial or socioeconomic disparities resulting from public-health surveillance or reporting, and should proactively perform such analysis in algorithmic impact assessments prior to implementing prospective ADS.**

As seen with algorithmic tools used in other domains such as criminal justice, increased surveillance has clear disparate-impact effects,\(^76\) and these concerns are accentuated in any instance in which inferences from surveillance tools result in the distribution of necessary resources, given the racial inequality regarding access to healthcare.\(^77\) DOHMH must include disparate-impact analysis as part of any impact assessments done in order to ensure that racial inequities are not propagated by new ADS.

---

Fire Department (FDNY)

FDNY should evaluate and adopt the recommendations from the preceding sections, in addition to the following agency-specific recommendations.

FDNY should not use model-calculated response time as a factor in ADS used for fire-service deployment and staffing policy decisions. These decisions should be determined using factors and empirical information with probative value, like damage statistics.

After the public backlash to FDNY’s failed implementation of RAND fire models in the 1970s, which triggered widespread fires in the South Bronx and across New York City, the FDNY began using various kinds of model-computed travel time as its primary policy-planning statistics. 78 While actual response time, as opposed to model-calculated response time, can be useful in assessing policies for an ambulance taking a sick or injured person to a hospital, it is not useful or probative for fire-service deployment and staffing policy decisions. Instead, FDNY should use variables like damage statistics or injury patterns to inform fire-service deployment and staffing decisions.

Housing Authority (NYCHA)

NYCHA should evaluate and adopt the recommendations from the preceding sections, in addition to the following agency-specific recommendations.

NYCHA should not sign contracts with third-party housing-data brokers without first obtaining all information regarding the party’s data-procurement methods, its ADS systems, and its data-distribution methods. NYCHA should then hold a listening session with all impacted tenants and legal advocates to assess whether the contract should be pursued. When and if there is consensus to enter the contract, all of the above information should be made public in an accessible way on NYCHA’s website.

Public-housing authorities are beginning to turn to third-party data-broker ADS systems such as Yardi to manage voucher programs, tenant screening, property management, and maintenance requests. Yet such systems allow for profiling and other privacy intrusions of tenants and contractors. In light of these risks, the tenants and legal advocates should be consulted and have the opportunity to oppose procurement of such tools.

Mayor’s Office of Management and Budget (OMB)

OMB should evaluate and adopt the relevant recommendations from the preceding sections, in addition to the following agency-specific recommendations.

The OMB should update its mandate to agencies so that written justifications and consistent analysis for all new programs and spending for an ADS also include a market-based justification for pursuing an ADS intervention. This justification must specify why the ADS intervention is preferred to resource-investment interventions as well as what other alternatives were evaluated, and how they were evaluated.

Since many City agencies are constrained for time and resources, they often too quickly turn to technological or less optimal solutions without performing broader market research or cost-benefit analysis. This means agencies procure potentially risky ADS solutions without knowing whether there were better-validated alternatives or more optimal non-technological solutions. For instance, there is a growing body of child-welfare research that demonstrates that material-benefits interventions (e.g., child support or transportation assistance) or other policy interventions (e.g., medical insurance or tax reductions) can significantly lower child maltreatment rates. So requiring ACS to perform more rigorous market research or cost-benefit analysis before pursuing an ADS can help ensure the best interventions are pursued and can help improve outcomes. Additionally, there is a great need for consistency and transparency in the evaluations performed by agencies in addition to the policy options evaluated. This can be achieved through consultation and/or collaborations with other government bodies like OMB or the Mayor’s Office of Operations.

The OMB should perform and publish a complete biannual review evaluating the efficiency and cost-effectiveness of City services and proposals that involve ADS. In the interim years, a truncated, preliminary report featuring key performance and analytic indicators must be made publicly available.

In addition to recommendations that City agencies perform retroactive review, an OMB evaluation of overall ADS use can help the City and the public better understand the overall cost and value of ADS use. There are countless examples of ADS that were procured for cost savings or efficiencies, ultimately costing more for cities and states (in addition to incurring societal and individual costs and harm) when they fail.

---

Mayor's Office of Criminal Justice (MOCJ)

MOCJ should evaluate and adopt the recommendations from the preceding sections, in addition to the following agency-specific recommendations.

Prior to implementing the redeveloped New York City Criminal Justice Agency pretrial risk-assessment system, the MOCJ should publicly publish an assessment of whether the ADS is compliant with recent statewide criminal justice reform. The MOCJ should also proactively publish similar assessments of all ADS when there is relevant federal, state, and local criminal justice reform legislation.

In 2017, the MOCJ and CJA began a redesign process of the risk-assessment system used by New York City courts to make recommendations regarding release and bail. Yet during this redesign period, the New York State legislature passed sweeping criminal justice reform legislation, including the elimination of cash bail and pretrial detention for most cases and several other reforms that substantially affect pretrial practices. The new law also includes limitations on the disparate impact of ADS systems used to determine pretrial detention. MOCJ must assess whether the redesigned system complies with these reforms. If the new system is noncompliant (i.e., if it could potentially result in disparate racial impact), MOCJ should provide a detailed plan of how it plans to comply with the recent reforms. The MOCJ should proactively publish assessments of ADS with any future action on criminal justice reform that affects New York City practices and policies.

The MOCJ should publish a feasibility study on the use of ADS to address misconduct by criminal justice actors (e.g., police, corrections officers, prosecutors) in New York City.

Misconduct by different actors throughout the criminal justice system is a known and persistent problem with few meaningful interventions. Emerging research applies ADS technologies to identify criminal justice actors with a high risk of having an adverse event or interaction with the public. The goal of these systems is to prevent the potential adverse event by targeting interventions earlier. It is important for New York City to explore ADS uses that can address known systemic problems like police misconduct.

The MOCJ should assess all ADS used by City agencies for criminal and juvenile justice decisions (e.g., pretrial detention of young people and sentencing) and meet basic standards of validity.

In order for ADS used in the criminal justice system to meet basic standards of validity, the ADS datasets must measure well-defined variables. A number of ADS in the criminal justice system suffer from underspecified outcomes and the use of inappropriate and racially biased proxy data, such as arrest history, in order to inform important decisions regarding sentencing and probation eligibility. Standards must be developed to evaluate whether outcome variables are sufficiently well specified (i.e., prohibit or avoid aggregate risk scores), and the MOCJ should evaluate whether any ADS uses well-specified, intervenable measures of need.

The MOCJ should perform a racial-equity impact assessment on all ADS used by City agencies for criminal and juvenile justice decisions.

A number of ADS in the criminal justice system rely on inappropriate and racially biased data, such as arrest history or community disorder, in order to inform important decisions including pretrial detention and sentencing. The negative racial impact of using such inappropriate and biased data is made worse when the ADS outcome variables are not sufficiently well specified (i.e., use of aggregate risk scores). Indeed, some jurisdictions continue to use ADS that have been proven to be invalid or substantially flawed.84 Yet ADS are increasingly adopted throughout the criminal justice system, which suggests that use of such systems can help address systemic biases, including racial disparities. In addition to performing an algorithmic impact assessment before the procurement or use of an ADS, the MOCJ should perform a racial-equity impact assessment of all ADS used by City agencies for criminal and juvenile justice decisions. The MOCJ must produce such assessments on an ongoing basis, identify the progress or efficacy of mitigation interventions, and include opportunities for meaningful public engagement and feedback.


The PEU should evaluate and adopt the relevant recommendations from the preceding sections, in addition to the following agency-specific recommendations.

The PEU should collaborate with relevant agencies and public institutions (e.g., public libraries and schools) to host recurring sociotechnical literacy trainings and programming for the public. These training should explain technical terms associated with ADS, current and prospective ADS in NYC, and racial-equity training so the public can engage with ethical and equity concerns regarding government use of ADS.

Robust, multifaceted public education is necessary for true democratic engagement on nuanced issues of public interest. With support from government and private companies, Finland offers a free-access, online artificial intelligence course nationally that combines theory and practical exercises to teach a broad range of citizens basic concepts, capabilities, and techniques without complicated math or programming requirements.85 Yet solely technical curricula will not adequately inform individuals about the full range of risks and opportunities presented by government use of ADS. Instead, the public needs educational programming that provides foundational understanding of both technical and social concepts and issues regarding ADS technologies, including topics or trainings that help the public understand the historical and political origins of social inequalities.

Metropolitan Transportation Agency (MTA)
The MTA should evaluate and adopt the recommendations from the preceding sections, in addition to the following agency-specific recommendations.

Public education can take many forms. Collaboration with subject-matter experts and community partners should be sought to aid in the design and engagement. During the New York City Automated Decision System Task Force Process, a group of Harvard graduate students created a website, automating.nyc, to help educate New York City residents about automated-decision-system issues. This website and project were created to address the lack of public education on this issue, not in collaboration with the New York City government. This was a missed opportunity—collaboration should be proactively pursued by agencies and PEU.

The MTA often collaborates or partners with the NYPD and other law-enforcement agencies; however, such partnerships raise serious civil rights, privacy, and justice concerns when ADS are used. This is because the context an ADS is designed for is more complex than the context where an ADS is trained. This is notable for ADS, like face-recognition systems, that are often built in a controlled environment but are used in more complex and dynamic environments. Transportation involves particularly difficult and dynamic environments, which may hinder the accuracy, validity, and value of an ADS in real-world conditions. Thus, MTA must consider the use of ADS in transportation environments with care. The MTA should limit ADS use circumstances that advance transportation functions and needs, and avoid partnerships or collaborations that will heighten the risk of harm or adverse outcomes.

The PEU should collaborate with external experts and designers to create a public website that explains ADS use cases and provides relevant information to the public. This collaboration should include review by diverse focus groups of community members and frontline agency employees to ensure the content is accurate, useful, and legible. All external collaborators and community members should be compensated for their time.

Public education can take many forms. Collaboration with subject-matter experts and community partners should be sought to aid in the design and engagement. During the New York City Automated Decision System Task Force Process, a group of Harvard graduate students created a website, automating.nyc, to help educate New York City residents about automated-decision-system issues. This website and project were created to address the lack of public education on this issue, not in collaboration with the New York City government. This was a missed opportunity—collaboration should be proactively pursued by agencies and PEU.

The MTA should limit all current and prospective ADS use to aiding and advancing transportation functions and needs, not law-enforcement priorities.

The MTA often collaborates or partners with the NYPD and other law-enforcement agencies; however, such partnerships raise serious civil rights, privacy, and justice concerns when ADS are used. This is because the context an ADS is designed for is more complex than the context where an ADS is trained. This is notable for ADS, like face-recognition systems, that are often built in a controlled environment but are used in more complex and dynamic environments. Transportation involves particularly difficult and dynamic environments, which may hinder the accuracy, validity, and value of an ADS in real-world conditions. Thus, MTA must consider the use of ADS in transportation environments with care. The MTA should limit ADS use circumstances that advance transportation functions and needs, and avoid partnerships or collaborations that will heighten the risk of harm or adverse outcomes.

---

Police Department (NYPD)
The NYPD should evaluate and adopt the recommendations from the preceding sections, in addition to the following agency-specific recommendations.

The NYPD should maintain a public list of the ADS technologies it uses and provide a simple description of how each system works.

NYPD use of ADS raises significant threats to individual liberties, such as the right to be free from unreasonable searches and seizures, the right to confront witnesses, the right to free expression and association, and the right of equal protection under the law. These potential harms make it critical that NYPD’s ADS use be subject to disclosure and accountability requirements. As a first step, the NYPD must take a public inventory of the ADS systems it uses by publicly identifying, categorizing, and sharing a list of all ADS systems that the Department has implemented, plans to implement, or is developing. Once created, this list of ADS should be continuously updated in real time. This necessary transparency is essential for fostering public trust, and will allow the public and elected officials to more meaningfully partner with NYPD in shaping twenty-first-century policing.

The NYPD should publish a Racial-Equity Impact Assessment for all current and prospective ADS use.

In addition to performing an algorithmic impact assessment of ADS, the NYPD should also perform and publish a racial-equity impact assessment, which is a systematic examination of how different racial and ethnic groups will be affected by a proposed action or policy, in an effort to identify interventions that will minimize adverse consequences. Given the well-documented racial disparities in policing and evidence that the use of police data in ADS can perpetuate existing biases and disparities, it is important for the NYPD to specifically assess the racial and ethnic impact of a given ADS and proactively identify mitigation strategies (e.g., eliminating and banning the use of police data derived from discriminatory and biased enforcement policies and practices). Similar to algorithmic impact-assessment processes, the NYPD must provide an opportunity for meaningful public feedback before the ADS is procured or implemented, and retroactively for all currently used ADS. If the ADS was not internally developed, the NYPD should work with its vendors to ensure access and storage of data relevant to assessing racial and ethnic impact (e.g., storage of ADS outputs).

The NYPD should not sign vendor contracts that restrict auditing of ADS or that prevent the public disclosure of basic information regarding how its systems work.

The NYPD use of ADS raises unique threats to the civil rights and civil liberties of New Yorkers. Vendor agreements with the NYPD should not place overbroad restrictions on achieving necessary transparency and accountability. For example, confidentiality provisions should not restrict defense attorneys from understanding how an ADS was used in a criminal investigation, and comparable restrictions should not prevent compliance with oversight legislation or public-records requests. NYPD policy should be to refuse to sign confidentiality agreements that limit public accountability.
Recommendations to Relevant Government Officials and Bodies

This section includes recommendations to specific New York City and State elected officials or government bodies that have authority to enact laws and regulations, or have oversight or investigatory authority relevant to agency use of ADS. These recommendations are tailored to local and state actors, but stakeholders in other jurisdictions can evaluate whether the recommendations can be modified for their jurisdictional context.

**City Council**

The City Council is the lawmaking body of New York City. It writes and passes local laws that affect City government bodies and residents of New York City. The Council can also pass resolutions on state and federal issues that are relevant to New York City residents.

The City Council should pass legislation that creates a permanent independent governmental body whose mission is to (1) help implement subsequent laws, policies, or procedures that are created based on Task Force recommendations; (2) handle enforcement against agencies that fail to comply with the aforementioned laws, policies, or procedures; and (3) assess when laws, policies or procedures need to be amended to reflect advances in technology.

The City Council should pass legislation requiring that all City agency procurement of ADS must be done through an open, competitive bidding process and should not be exempt from public-hearing requirements. If an agency wants to opt out of competitive bidding, they have to provide and publicly publish a written justification for why a sole-source contract is the only viable option and why the ADS is necessary to fulfill an agency priority or public interest or need. This legislation should empower the City Council or the Comptroller to authorize and deny agency justification to opt out of competitive bidding.
**Comptroller**

The Comptroller is responsible for auditing the performance, finances, and contracts of City agencies, and for issuing reports on the state of the City economy.

---

The Comptroller should collaborate with the City Council Committee on Oversight and Investigations to publish a report on the fiscal impact of City agency use of ADS.

Agencies often procure ADS with the presumption that the technologies will produce cost savings, but few agencies perform ongoing or retrospective cost-benefit analyses to assess these claims. Costs of ADS can vary, but even when the actual sales price of the ADS is modest, agencies can fail to account for the sometimes hidden costs of implementation, such as maintenance or data storage. Additionally, when ADS fail or produce unanticipated adverse outcomes, the costs to government and society are untenable. In order to understand the true value and costs of ADS use to New Yorkers, there needs to be a comprehensive review of the actual costs of procuring, implementing, and maintaining the ADS, along with the legal costs for failed ADS use. The Comptroller should collaborate with the City Council’s Committee on Oversight and Investigation, which has subpoena power, and which can facilitate access to records the Comptroller does not have access to.

---

**New York State Legislature**

The New York State Legislature is the two-house body that makes the laws of New York State, including the statewide laws regarding government procurement.

---

The New York State Legislature should amend the General Municipal Law § 163 to include considerations such as equity, trustworthiness, openness, and integrity of technical performance when awarding contracts to a bidder.

Currently, the State procurement law requires government agencies to pursue the vendor with the lowest responsible bid, where “responsible” refers to financial and organizational capacity, legal authority to do business in New York State, integrity, and past performance of the bidder on prior government contracts. States like California include considerations such as trustworthiness, quality, and fitness in their definition of “responsible bidder,” but given the particular concerns with ADS, we recommend New York State think more holistically regarding agency needs from vendors. Such amendments are aligned with changes made to the General Municipal Law § 103 (the “Best Value Law”), which requires agencies to procure contracts of the best value to the City by optimizing quality, cost, and efficiency.

---


New York City Procurement Policy Board (PPB)
The Procurement Policy Board is authorized to promote and put into effect rules governing the procurement of goods, services, and construction by the City of New York.

The PPB should issue amendments to Procurement Policy Board Rules § 2-02 to require presolicitation review for sole-source procurements within small purchase limits for ADS.

A presolicitation review requires an agency to define the existing market analysis, estimates of the expected cost, and the most appropriate method of procurement. Current Procurement Policy Board Rules require City agencies to perform a presolicitation review for certain construction and construction-related services, and all other procurements exceeding the small purchase limits ($100,000); yet several ADS do not meet these criteria. Amending the rules so more ADS procurements are subject to presolicitation review can help ensure greater due diligence and accountability in the procurement process.

The PPB should issue amendments to the Procurement Policy Board Rules § 2-08 definition of a “responsible contractor” to include heightened standards for ADS vendors for sensitive social domains (e.g., child welfare, education, criminal justice, housing, and public benefits).

The current “responsible contractor” definition includes vendors with satisfactory records of performance and business performance; however, given the risks to life, civil rights, and civil liberties ADS pose in sensitive social domains, the standards for a vendor’s record should be heightened. For example, most prominent recidivism-risk-assessment tools used in the pretrial context have an accuracy rate (i.e., AUC scores) in the 60 percent range, which would likely meet the current definition of a “responsible contractor.”

When ADS are used to assist or make life-altering decisions, like whether an individual goes to jail before trial, which also carry significant implications for an individual’s civil rights and liberties, expectations for vendor performance appraisals should be greater than satisfactory.

The PPB should issue amendments to Procurement Policy Board Rules § 3-11 and corresponding guidance to ensure that any fully automated ADS used by a City agency is initially procured as a demonstration project.

Demonstration projects are short-term, carefully planned, pilot exercises designed to test and evaluate the feasibility and application of an innovation product, approach, or technology not currently used by the City. Considering the documented risks and negative outcomes of ADS use with active or partial human oversight, override authority, or other forms of human intervention, it is imperative that City agencies fully test and assess the risks and potential consequences of ADS that omit capabilities for human intervention. Demonstration projects allow City agencies to assess the validity of vendors’ claims and the value of a particular ADS in real-world conditions, while maintaining the ability to limit, if not avoid, negative consequences. We encourage the PPB to even consider expanding this requirement to the procurement of all ADS (including renewal of existing contracts) so that the Agency and the public better understand the value of emerging technologies in relevant public sectors.

The Public Advocate is a citywide elected official who serves as an ombudsman, or watchdog, for New Yorkers by being a direct link between the public and the City government.

The Public Advocate should investigate and publish a public report on City agency use of ADS that aid or facilitate quality-of-life enforcement.

Quality-of-life offenses or issues include fare evasion and disorderly conduct, and are typically enforced by the NYPD, with assistance from or in collaboration with other agencies like the MTA or NYCHA, with the goal of maintaining order. Quality-of-life enforcement is a key practice of the much-critiqued “Broken Windows Policing” policy and has been the subject of public criticism in New York City, especially in light of such enforcement resulting in the death of Eric Garner. Taking into account research illustrating the risk of ADS use perpetuating biases of government practices and policies, and the documented concerns over quality-of-life enforcement, it is important for the Public Advocate to assess the potential risks and concerns for New Yorkers. We encourage the Public Advocate to collaborate with the public and other City officials and bodies, like the New York City Department of Investigation.


SECTION 3: RECOMMENDATIONS BASED ON THE NEW YORK CITY EXPERIENCE

Recommendations for Government Task Force or other Government Processes with Similar Mandates

This section includes recommendations for Task Forces or other government processes that seek to review, assess, address or advise on government agency use of ADS or broader uses of data-driven technologies. These recommendations seek to offer best practices for any type of temporary government body or process based on insights of the New York City Task Force process.

Any government body or process that is empowered to review, assess, make recommendations, or pursue enforcement actions against government agencies using automated decision systems must include non-government domain experts and community representatives who are familiar with the concerns and experience of individuals or communities than can be negatively impacted by the prospective or current use of an automated decision system. Issues posed by government use of automated decision systems are both social and technical, and therefore require many different kinds of expertise, experience, and perspectives at the table. In order to identify effective, equitable, and holistic mitigation solutions, a government task force or similar process must include stakeholders and experts outside of government. It is imperative that representatives from community organizations and direct service providers are part of the process—not merely consulted throughout. Individuals affected by or in proximity to relevant social issues (e.g., educational inequity, overpolicing) have important experiential expertise that must be incorporated into deliberations and offer counternarratives to bureaucratic experience. Governments should also be mindful not only to engage the stakeholders it customarily works with, but also to seek out new or alternative individuals and organizations.

Any government body or process that is empowered to review, assess, and make recommendations regarding government agencies using automated decision systems must have budgetary support to compensate or support participation of non-civil-servant members, and hire independent experts or consultants needed to support the mandated process. Barring legal or regulatory prohibitions or limitations, governments should also earmark funding to compensate or support non-government stakeholders that cannot participate as part of their current employment. The capacity to participate can be significantly limited by the real-world costs of uncompensated public services, so governments should try to minimize such obstacles by providing resources like childcare for evening commitments or monetary compensation to help facilitate the participation of individuals and organizations from underrepresented communities. Governments should also earmark funding to hire independent experts, consultants, or facilitators to help with project management, public engagement, review or investigation of ADS, technical or legal assessments of ADS, or other needs that are integral to the success of the process.

Many laws are written with a solely human system in mind. As government agencies move toward increased automation or reliance on data-driven processes, it is necessary to review whether current government policies, practices, and procedures adequately contemplate or address the relatively novel risks, concerns, and context posed by ADS. In particular, procurement laws, policies, and guidelines should be evaluated to ensure that current practices provide adequate due diligence, oversight, and accountability for the ADS context. This should be seen as part of the process to ensure the compliance of recommended activity to the legal context in which they are implemented, so that such constraints do not become prohibitive.

In order for the public to be an informative ally, there must be opportunities to meaningfully inform the public about the existence and goals of the quasi-government body. Public education can take many forms, including informational websites, social-media infographics, public forums, and public-service announcements. Government task forces or government processes can collaborate with community partners like nonprofits, libraries, or local organizers and researchers to aid in the design and engagement. However, the government should offer financial support to nonprofits and other non-government bodies that are not funded to do this work. For instance, a group of Harvard graduate students created a website, automating.nyc, to help educate New York residents about automated-decision-system issues. This website and project were created to address the lack of public education on this issue, not in collaboration with the New York City government. Yet we highlight this as a missed opportunity that other quasi-government bodies can proactively pursue.

New York City Automated Decision Systems Task Force members repeatedly requested information about ADS currently used because the local context was necessary to fulfill the statutory mandate, but many agencies resisted cooperating or only provided selective information about one system. To avoid similar problems, similar government bodies or processes must be given authority to request and access information about all existing ADS, without special exemptions or carveouts that can undermine necessary analysis and subsequent recommendations. While it may be difficult for a task force or government process to undertake a thorough analysis of each ADS system, a task force or government process should be empowered to select representative ADS that reflect the variety of ways these systems can impact human welfare.
Any government body or process that is empowered to review, assess, and make recommendations regarding government agencies using automated decision systems must assess the adequacy of relevant public-records laws and civil and criminal discovery statutes in providing access to important information about government use of automated decision systems. If the laws create obstacles or enable unnecessary obstruction, the body should recommend amendments for greater transparency.

Any government body or process that evaluates the role of automated decision systems in government must address the adequacy of existing transparency laws and recommend how relevant legislative or regulatory bodies can modernize existing transparency laws to address the unique accountability challenges presented by automated decision systems. This should include a review of public-records laws (i.e., Freedom of Information Acts) to determine if existing statutes grant the public meaningful access to the information needed to evaluate existing and proposed automated decision systems. Similarly, the government body or process should address the ability of civil plaintiffs and criminal defendants to receive meaningful discovery related to automated decision systems. This is particularly important in criminal proceedings, where the government’s use of Automated Decision Systems raises potent legal concerns.
Recommendations for Multidisciplinary Advocacy Coalition Work

This section includes recommendations and considerations for advocacy coalitions or less coordinated advocacy efforts regarding government use of ADS. These recommendations represent best practices and important considerations for all stakeholders who are interested in effective policy advocacy on ADS issues.

Advocacy coalitions must ensure that their goals center the concerns and interests of those most affected by ADS.

While government use of ADS poses broad societal concerns, the risks and consequences of such systems disproportionately affect individuals and communities with less access to power. Thus, it is important for any advocacy efforts that seek to evaluate or address ADS concerns to center their goals on the concerns and interests of those affected by the procurement and use of ADS.

When making decisions or influencing decision-making regarding policy positions, legislative compromises, and policy advocacy tactics, coalition members must be mindful of individual and organizational tendencies to reinforce the status quo through compromise.

Often this transpires when certain kinds of expertise or experience are privileged over lived experience, or when self-interest and promotion drive advocacy. Rather, coalition members must be mindful of the privilege of compromise, and find constructive ways to challenge this tendency.

Advocacy coalitions with members who come from a variety of disciplines, issue areas, practices, and skill sets must ensure that their collective strategies and work center the knowledge and interests of those most affected by ADS. This type of coalition work entails relationship-building between those affected by ADS and those who study and advocate around automated decision-making and its underlying social-justice issues. These relationships must not be paternalistic or tokenizing. This allows knowledge production and advocacy with (rather than for or about) those most affected, and refuses to compromise as an easy way out. In our New York City effort, we tried to make sure decisions were made by consensus (when practical), and when we felt like our group lacked expertise or authority on particular issues, we made an effort to invite more participants to collaborate or consulted allies, who may have not had the capacity to engage in the full advocacy effort.
Advocacy coalitions should develop and share resources to help potential allies and collaborators understand why ADS use is important to their individual or organizational concerns. ADS affect a broad array of issues and concerns, from housing to education to policing and well beyond. However, given the obscurity and technical jargon that often accompany the introduction and use of such systems, people working on related issues may not be aware of the capabilities or implications of government use of ADS. Since there is currently a lack of broader public awareness about the risks and opportunities presented by government use of ADS, one must not presume that potential allies are aware of the relevance of the issue to their work. It is thus imperative that advocacy coalitions support one another in sharing information about known or speculated ADS use. This may also result in improved engagement and coordination, as well as collaborative opportunities (e.g., coordinated public-records requests), bringing together advocacy groups with diverse interests to interact and pool resources to address common concerns with ADS deployment across various contexts.

Advocacy coalitions should include and consult local community organizers when designing and implementing public-education events or programs. Community organizers have immense knowledge about the best strategies and practices for educating and moving local community members to action. Considering the range of issues government use of ADS affects, messaging and strategies may need to vary for different community members. Community organizers are well positioned to identify the most inclusive and inviting engagement strategies, and to ascertain the best practices for sharing knowledge with diverse groups.

Philanthropic organizations and other funders should earmark funds or consider time-sensitive grant requests for community-led events and hearings created to address lapses in government accountability or responsibility. Community engagement can take many forms, including the hosting of events, use of technological crowdsourcing tools, listening sessions, public-education forums, focus groups, targeted consultations, and other approaches. What each of these methods has in common is careful coordination and planning, in addition to a set of resources to support the identification and engagement of target community members. As a result, additional resources should be earmarked anticipating this type of activity and made available to those looking to facilitate or organize such hearings or events.
Recommendations for the General Public

This section includes recommendations for the general public, with a particular eye toward communities where local, state, or national governments use ADS currently or prospectively.

Community members should be mindful that personal choices and practices of using private security systems (e.g., Google’s Nest and Amazon’s Ring) or safety-oriented social-media applications (e.g., Nextdoor, Amazon’s Neighbors) increase and encourage surveillance of marginalized neighbors and communities. Although the choice to buy, subscribe, and use private security systems and social-media applications is personal, use of such systems can have negative effects and consequences for one’s neighbors and broader community. These technologies often have capabilities for data-sharing with local law enforcement, encourage discrimination or profiling of certain neighbors, visitors and communities, and can provide justification for local law-enforcement use of surveillance technologies. The use and overreliance on these types of technologies is often influenced by misconceptions and stereotypes about the prevalence of crime, who commits crimes, and one’s overall sense of security—despite evidence that crime in New York City and many other cities globally has declined. We encourage community members to reflect on how their personal choices and views might negatively affect or reinforce societal biases about their neighbors or broader community.

Community members should learn more about how automated decision systems perpetuate biases and make errors. Many members of the public are under the false impression that automated decision systems are objective, effective, and only rarely defective. As these systems play an increasingly broad and important role in our society, it is important for the public to understand both the power and the limits of these systems. Crucially, members of the public should understand the subjective human design choices that direct the outcomes of automated decision systems. These choices may result in biases against historically marginalized communities in systems that purport to be objective. Similarly, members of the public should understand the limitations of such systems and the frequency with which automated decision systems can provide incomplete or wholly inaccurate answers. Often, a system’s error rate is more pronounced when analyzing communities of color, raising the risk for disproportionate harm.

### Considerations for Legislation Regarding Government Use of Automated Decision Systems

This section includes recommendations and other policy considerations regarding government use of ADS. The recommendations include important policy considerations for legislative proposals, in addition to specific criminal justice policy considerations. These recommendations are informed by the New York City Task Force experience and current ADS-related research; thus, the recommendations can be explored and modified for other jurisdictions.

#### General

<table>
<thead>
<tr>
<th>Legislation regarding government use of automated decisions systems should not include overbroad carveouts or exemptions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>The New York City Automated Decision System Task Force legislation includes a very broad exemption that permits the nondisclosure of information or noncompliance with Task Force recommendations that can interfere with law-enforcement investigations or operations or compromises public health or safety. This language is very broad and provides too much deference to agencies in determining whether to disclose information or comply with recommendations, which can undermine the Task Force mandate. While there is a need to balance transparency and accountability with public safety, the government bodies or processes must remain empowered to analyze ADS that have an outsized ability to impact the public welfare.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Legislation permitting use or funding pilots of automated decision systems should require periodic reviews and/or retrospective studies to assess the accuracy of the system, potential bias or disparate outcomes, and the value of the system in fulfilling the agency’s mission and societal needs or interests.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Many automated decisions systems currently used by government agencies are operationalized by trained models. A trained model has a fixed worldview that may not always be aligned with an agency’s mission or the local communities’ interests. In order to update the model’s understanding of the world, the model is retrained and redeployed. This can happen as frequently as multiple times a day or as rarely as once a decade. Given the specific cadence of the systems’ updates, an isolated evaluation of an ADS will not suffice. It is important to continue assessments of ADS harm and risks on an ongoing basis, in order to reevaluate its impact in the context of any adjustments made. Legislation should schedule periodic assessments to evaluate whether a system is accurately serving its intended purpose, and whether the system is having a disparate impact on particular communities. These assessments should ensure that individuals and communities affected by the use of a given ADS have a meaningful opportunity to reject its use. Additionally, most government agencies that currently use or have historically used ADS often fail to perform retrospective reviews or studies to assess the overall performance and value of the ADS. For example, after performing a retrospective review of the Los Angeles Police Department’s (LAPD) ADS systems used to predict crime, the LAPD Inspector General questioned whether the system helped reduce crime and raised concerns that the lack of training contributed to unconstitutional practices. Thus, legislation requiring retrospective reviews of currently used ADS are also useful.</td>
</tr>
</tbody>
</table>

---

General

Legislation should authorize and fund studies assessing the adequacy of current federal privacy laws and regulations, particularly the Children's Online Privacy Protection Rule (COPPA) and the Family Educational Rights and Privacy Act (FERPA), in protecting privacy risks to children posed by ADS use in education, child welfare, juvenile justice, and public-benefits programs and practices.

ADS are used in a variety of social domains that pose particular privacy risks to children; however, most relevant privacy laws were promulgated when technological capabilities were more rudimentary and data-collection and use were less pervasive. Considering the amount of data collected, used, and shared when government agencies use ADS, and the heightened risks of harm to younger members of society, it is important for governments to analyze the adequacy of existing protections.

Criminal Justice

ADS used in criminal justice present distinct legal and ethical concerns. Criminal defendants have a clear Sixth Amendment right to contest assertions made by the automated decision systems being used against them.

This includes a wide range of statistical techniques for profiling individuals and evaluating risk, including biometric identification, crime hot-spotting, DNA analysis, and actuarial risk assessment. When vendors of automated decision systems cite trade secrets and other privacy protections as a basis to deny defendants access to information on automated decision systems, it deprives defendants of a fair trial. Even where such evidence is not introduced at trial, but is used as an "investigative lead," it still threatens core constitutional rights. Therefore, criminal justice uses of ADS must be subjected to the highest level of scrutiny and transparency, in order to preserve core due-process rights.

Law enforcement use of automated decision systems can challenge reasonable expectations of privacy.

For example, biometric identification systems such as facial recognition may be able to identify individuals without police initiating a stop or arrest. Appropriate safeguards and disclosure requirements are necessary to ensure that privacy rights are respected and balanced against public safety concerns.
For example, predictive policing systems and risk assessments rely on historical records of arrests, charges, convictions, and sentences to generate predictions regarding future criminal activity. These tools assume that these criminal history data are a reliable and neutral measure of underlying criminal activity, but such records cannot be relied upon for this purpose. Decades of research have shown that, for the same conduct, Black and Latinx people are more likely to be arrested, prosecuted, convicted, and sentenced to harsher punishments than their White counterparts. Non-White people are also treated more harshly than similarly situated White people at each stage of the legal system, which results in serious distortions in the data used to develop ADS in this context. The use of ADS by law enforcement must store and generate a list of inputs and outputs so that they can be evaluated for bias and disparate impact. This evaluation should not be limited to intentional discrimination, but should consider the mechanisms by which certain data inputs drive disproportionate harms against historically marginalized communities.
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